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Preface
“Never again!”

That was my reaction when my original book on air pollution modeling was
finally published in 1990 (http://www.witpress.com/acatalog/1002.html). Although I
was proud of the book and my efforts in putting it together, it was a great relief to
have such a large project behind me.

Time, however, has a way of softening one’s memory. So, about ten years later, I
found myself thinking that the time had come to revisit the entire project. No
comprehensive new books on air pollution modeling had been printed since 1990,
and my book was starting to show its age. Something needed to be done.

I decided to launch a new book series on air quality modeling. This time,
however, I would enlist the help of leading scientists to author different chapters.
By serving primarily as the editor, I assumed, my workload would be reduced and
things would proceed more smoothly than with the previous book.

Of course, as scientists tend to do, I underestimated the effort required.
Nevertheless, the first volume of the new book series—now called, more
appropriately, “Air Quality Modeling: Theories, Methodologies, Computational
Techniques, and Available Databases and Software”—is complete, and that is all
that counts. I am extremely proud of this first volume and pleased to co-publish it
with the Air & Waste Management Association, of which I have been a member
for more than 20 years.

Subsequent volumes in this series will provide additional chapters on new and
related topics, and also revise and expand upon previous chapters. Each new
volume, then, will expand the latitude of our effort, ensuring that the reader is
provided a growing and fully updated body of information.

The EnviroComp Institute has pioneered the production of electronic books in
environmental sciences, so the books in this series will be in both CD-ROM
format and as traditional, bound textbooks. Although the CD-ROM version has
additional features that the printed book does not—such as text search
capabilities, internet pointers, color pictures and animations—it is also less
expensive to produce. As a result, we are charging less for the CD-ROM in hopes
of encouraging more readers to try electronic books.

Another new, and hopefully useful, feature of this book series is that it has its own
Web page on the EnviroComp site. We encourage readers and potential readers
to visit http://www.envirocomp.org/agm for information on forthcoming volumes,
purchasing options, errata/corrige, and other relevant issues. In addition, there is
a unique forum in which readers and chapter authors can publicly discuss the
important issues raised in the books.
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Allow me to conclude by offering my heartfelt thanks to the chapter authors,
referees, and friends and colleagues who have helped me with encouragement and
constructive criticism. The quality, extensiveness, and completeness of the work
provided by the chapter authors have exceeded even my most optimistic
expectations. Sincere appreciation is extended to Scott Cragin, who provided
valuable help by patiently reviewing, formatting, and finalizing the chapters.

It is my sincere hope that a new generation of air quality scientists will use this
book series as a tool to learn in two years what it took us twenty years to try to

master. That would be a most satisfying accomplishment.

Paolo Zannetti
Fremont, California
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Chapter 1
The Problem — Air Pollution

Peter Builtjes

TNO-MEP, Department of Environmental Quality, Apeldoorn, The Netherlands
and Free University Berlin, Department of Meteorology, Germany
p.j.h.builties@mep.tno.nl

Abstract: An introduction is given about general aspects of air pollution. In addition, an overview
is presented about the history of air pollution modeling.

Key words: Air pollution, Air pollution regulations, Air pollution modeling.

1 Our Natural Environment

Air pollution can be seen as the result of emissions of man-made, anthropogenic
trace gases and particles into our environment.

The chemical composition of the current atmosphere differs considerably from the
chemical composition of the natural atmosphere, as it existed in pre-industrial times.
This means that, at the moment, nowhere on earth is there natural air, which could
also be considered clean air. Our atmosphere is polluted everywhere, which means
that the chemical composition differs from the pre-industrial situation.

The chemical composition of the natural atmosphere has shown gradual changes as
long as the earth has existed. Life started on earth, in the oceans in fact, in an
atmosphere that hardly contained any oxygen, only about 0.015% against the current
level of about 21%. The atmosphere at that moment contained nearly 99% CO.,
some N, and only traces of H,O and O,. Because of the low oxygen level, no
stratospheric ozone layer could have been formed. So, the surface of the earth
received all the UV-B radiation that is captured these days by the ozone layer. This

© EnviroComp Institute and Air & Waste Management Association 1
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also explains why life had to start in the oceans, at about 10 m below sea level - a
depth where the UV-B radiation was substantially lower.

At first, life on earth, which started about 3 billion years ago, was plant-like and with
the aid of photosynthesis-produced oxygen. This way, the oxygen level slowly
increased in the atmosphere. This increase in oxygen contributed to the
development of a stratospheric ozone layer, making life on the surface of the earth
possible, about 400 million years ago. Although fluctuations may have occurred, for
example in the oxygen level, with possible maximum values up to 23%, the overall
chemical composition of the natural atmosphere, as far as we know, has been
relatively stable over the last 10 million years.

The chemical composition of the pre-industrial/natural global averaged atmosphere
is shown in table 1:

Table 1. The chemical composition of the natural atmosphere.

Gas | % by volume ppm ppm bz);):)l(l)e year
Nitrogen N2 78.1
Oxygen (0)3 20.9
Argon Ar 0.92
Neon Ne 18.2
Helium He 52
Krypton Kr 1.14
Xenon Xe 0.09
Carbon dioxide | CO, 280.0 360.0
Methane CH4 0.750 1.75
Nitrous oxide | N,O 0.270 0.310

The composition given in table 1 is that of the dry atmosphere. H,O-vapour has a
concentration fluctuating between 40 ppm and 40,000 ppm (4%).

The ecosystem “life” created the chemical composition of the atmosphere in which
this ecosystem can exist, i.e., a chemical composition in which life can sustain. The
chemical composition with its high oxygen level is not in chemical equilibrium, but
this non-equilibrium state can be maintained by life itself.

Based on this fact, James Lovelock developed the Gaia-theory (Gaia, the Greek
goddess of the earth), [Lovelock (1972, 1979)]. In short, his theory states that the
earth, including the atmosphere, is a 'living', homeostatic organism. In contrast, the
surrounding planets where there is no life, Venus and Mars, have a completely
different chemical composition, which is in chemical equilibrium (their atmosphere
contains about 99% CO,, some N, and nearly no O, and H,0).
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In other words, our atmosphere is a very special one, and we should handle it with
care.

2 Air Pollution, Some Definitions

There are several conceivable approaches to define air pollution. For example, the
change in the global, chemical composition of the pre-industrial atmosphere, as
given in Table 1, and which is due to human influence, can be called air pollution;
all man-made, anthropogenic emissions into the air can be considered air pollution.
So air pollution - but at a very local scale, not detectable at a global scale - did not
start until mankind started ‘to play with fire’.

The global increase in the concentrations of CO,, CH4 and N,O (shown in Table 1),
all greenhouse gases, could, and should be called 'air pollution' in the broad sense,
even though these species are not toxic for human beings and the ecosystem.

Another approach is to distinguish between the emissions of safe, non-toxic, and
harmful compounds, and only consider the last as air pollution. This distinction,
however, has two clear drawbacks. About 1940 and even much later, manmade
emissions of CFCs were considered safe because they are inert in the troposphere.
However, the decrease of the stratospheric ozone layer has taught us differently. In
the same way, CO, emissions are safe in the sense that they are not toxic, but their
increase leads — most likely — to a climate change, which in turn will be harmful to
large parts of the ecosystem.

The second drawback is that natural emissions can also be harmful, such as
emissions of dioxine caused by a forest fire as a result of lightning.

Next to anthropogenic emissions, it is possible to distinguish between natural
emissions and biogenic emissions.

Natural emissions should be defined as emissions caused by the non-living world,
such as volcanic emissions, sea-salt emissions, and natural fires.

Biogenic emissions are emissions resulting from the ecosystem, like VOC-emissions
from forests, and CHy-emissions from swamps. In principle, natural and biogenic
emissions lead to the chemical composition of the pre-industrial, natural atmosphere.

The philosophical question [whether manmade emissions should also be considered
as biogenic, because man is part of the ecosystem] can be retorted by the distinction
that mankind, by making fires, creates anthropogenic emissions.

Although the distinction in these three categories: anthropogenic, natural, and
biogenic could be useful, quite a number of intermediate emissions exist. Examples
are the NO-emissions by soil bacteria, which is a function of the earlier deposited
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nitrogen on the soil due to anthropogenic emissions of N-compounds or earlier
deposited manure containing nitrogen. There is the question of whether or not
VOC-emissions are due to planting or not planting of trees, and whether or not dust-
emissions are the consequence of paving or not paving sandy roads. These are such
intermediate emissions, biogenic or natural, but with a clear human influence.

Although anthropogenic emissions started when man learned to make fire, and the
air quality, especially the concentrations of fine particles, surpassed air quality
guidelines in and around the cave dwellings of the Neanderthal man, the impact of
air pollution has been of a local character for a long time.

In Europe, elevation of concentration levels occurred for the first time in the middle
ages, resulting in the first laws on air pollution that were often focused on odor
nuisance around local factories. Also, burning coal for heating and cooking led to air
pollution, until well into the last century. London for example, was 'famous' for its
fog. Subsequently, the industrial revolution involved a tremendous increase in the
use of fossil fuel. Consequently, as from about 1850, a number of gases started to
increase in concentration, like the gases mentioned in Table 1 - CO,, CH4 and N,O —
and in addition, for example, sulfate aerosols.

It should be emphasized here that air pollution in the strict sense (‘toxic’) and global
(climate) change are interrelated phenomena. Directly, because they often have the
same emission sources, and more indirectly because species like tropospheric ozone
and aerosols play a role both in local and regional air quality, as well as in climate
change.

3 Primary and Secondary Pollutants

The main, primary — i.e., directly emitted — gaseous pollutants are the following:
e (Carbon compounds, e.g. CO,, CO, CH4, the VOC's (volatile organic
compounds)
e Nitrogen compounds, e.g. N>O, NO, NHj3
e Sulfur compounds, e.g. SO,, H,S
e Halogen compounds, e.g. chlorides, fluorides, bromides

The main, primary particle pollutants are the following:

e Particles smaller then 2.5 um in diameter. Included are the Aitken nuclei,
particles smaller than 0.1 pum in diameter, which grow rather fast by
coagulation to larger particles. The chemical composition of these primary
particles is, to a large extent, carbon but also heavy metals as iron, zinc,
copper, etc will also be contained in these particles.

e Particles with a diameter from 2.5 to 10 um. These larger particles are
often composed of sea salt and dust.
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Most air pollutants, except the halogen compounds, will be chemically transformed
in the troposphere by the OH-radical. The OH-radical is formed in the troposphere
by photo-dissociation of Os, and subsequent reaction of oxygen with H,O-vapour to
OH (Levy, 1971). The OH-radical reacts not with Ny, O,, H,O, CO,, but with other
compounds as CO, CHy, Hy, NO, NO,, SO,, NH3;. The OH-radical can be seen as
the cleansing agent of the atmosphere, since it transforms primary air pollutants into
secondary pollutants, which are subsequently removed from the atmosphere by dry
and wet deposition. In this way the OH-radical determines the atmospheric residence
time of most compounds in the atmosphere.

The main, secondary (i.e., formed in the atmosphere) gaseous pollutants are:
e NO, and HNO; formed from NO
e O3 formed through photochemical reactions

The main, secondary particles are:
e Sulfate aerosols formed from SO, and Nitrate aerosols formed from NO,
followed by the reaction with NHj to form ammonium (bi) sulfate and
ammonium nitrate.

e Organic aerosols formed from gaseous organic compounds.

These secondary particles consist mainly of small particles with a diameter less than
2.5 um.

4 A Short History of Air Pollution Modeling

Because the focus of Volume I is on air pollution modeling, we now give a short
history of air pollution modeling up to about 1980.

Air pollution modeling is an attempt to describe the causal relation between
emissions, atmospheric concentrations, and deposition. Air pollution
measurements give quantitative information about concentrations and deposition,
but they can only give the levels at specific locations. In principle, air pollution
modeling can give a more complete and consistent description, including an
analysis of the causes - emissions sources, meteorological processes, physical and
chemical transformations - that have led to these concentrations/deposition.

Air pollution models play an important role in science, because of their capability
to assess the importance of the relevant processes. Air pollution models are the
only method that quantifies the relationship between emissions and
concentrations/depositions, including the consequences of future scenarios and
the determination of the effectiveness of abatement strategies.

The concentrations of species in the atmosphere are determined by transport and
diffusion. This means that in considering the history of air pollution modeling,
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some remarks should be made concerning transport and diffusion. Transport
phenomena, characterized by the mean velocity of the fluid, have been measured
and studied for centuries. For example, the average wind was studied for sailing
purposes. The study of diffusion (turbulent motion) is more recent. Although
turbulent motions have been observed from the moment people looked at rivers
and streams, one could mention Reynolds’ paper in 1895 as the scientific starting
point for the formulation of the famous criterion for laminar-to-turbulent flow
transition in pipes.

One of the first articles in which turbulence in the atmosphere is mentioned was
published by Taylor (1915). In later years, he developed the ‘Taylor-theory of
turbulent diffusion’, Taylor (1921). In this theory, it is shown that the diffusion
from a point source can only be described with a constant eddy diffusivity, K, for
travel times, which are much larger than the turbulent integral time scale, the so-
called diffusion limit. For smaller time-scales the effective turbulent diffusivity is
proportional to the travel time.

Until about 1950, a number of studies were performed on the subject of diffusion
in the atmosphere (Richardson et al., 1925; Sutton, 1932; Bosanquet, 1936;
Church, 1949; Thomas et al., 1949; Inoue, 1950; Batchelor, 1950). Already, the
paper by Richardson considered long-range aspects; up to over 80 km. Bosanquet
is one of the first who published about the impact of chimney plumes. A paper by
Chamberlain (1953) already considered the deposition of aerosols.

4.1 Modeling of Point Sources

The study of the dispersion from low and high level point sources, especially
experimental, was a major topic shortly after 1955. Papers on this subject
appeared by Smith (1957), Gifford (1957 a, b), Hay and Pasquill (1957), Record
(1958) and Haugen (1959) both devoted to the Prairie grass experiment, Stewart
(1958), Monin (1959), Ogura (1959). Perhaps the first paper on this subject was
by Roberts (1923).

The publication by Pasquill ‘Atmospheric Diffusion’, which appeared in 1962,
was a major milestone in summarizing the work performed until that moment. It
illustrates that air pollution modeling around the beginning of the sixties was
focused on local dispersion phenomena, mainly from point sources with SO, as
major component in the application studies.

The Gaussian plume model was formulated, in which the horizontal and vertical
spread of the plume was determined experimentally. Tables appeared with the
famous Pasquill-Gifford sigma-values in the horizontal and vertical direction, and
as a function of the atmospheric stability ranging from very stable, class F, up to
very unstable, class A. The experimental sigma values are in their functions with
distance from the source in reasonable agreement with the Taylor-theory. The
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differences are caused by the fact that the Taylor-theory holds for homogeneous
turbulence, which is not the case in the atmosphere.

In the sixties, the studies concerning dispersion from a point source continued and
were broadening in scope. Major studies were performed by Hogstrom (1964),
Turner (1964), Briggs (1965) - the famous plume-rise formulas -, Moore (1967),
Klug (1968). The use and application of the Gaussian plume model spread over
the whole globe, and became a standard technique in every industrial country to
calculate the stack height required for permits, see for example Beryland (1974)
who published a standard work in Russian. The Gaussian plume model concept
was soon applied also to line and area-sources. Gradually, the importance of the
mixing height was realized (Holzworth, 1967, Deardorff, 1974) and its major
influence on the magnitude of ground level concentrations.

In reviewing the air pollution modeling papers published in the sixties and
seventies, these papers appear to be mainly written by meteorologists, specialized
in boundary layer meteorology and atmospheric turbulence. These studies focused
often on the effect of atmospheric stability on plume spread. During the next
decade, besides research on local dispersion (for a good overview, see Nieuwstadt
and van Dop, 1982), the spatial scale of air pollution modeling increased
substantially.

4.2 Air Pollution Modeling at Urban and Larger Scales

Shortly after 1970, scientists began to realize that air pollution was not only a
local phenomenon. It became clear - firstly in Europe - that the SO, and NOy
emissions from tall stacks could lead to acidification at large distances from the
sources. It also became clear - firstly in the US - that ozone was a problem in
urbanized and industrialized areas. And so it was obvious that these situations
could not be tackled by simple Gaussian-plume type modeling.

Two different modeling approaches were followed, Lagrangian modeling and
Eulerian modeling. In Lagrangian modeling, an air parcel is followed along a
trajectory, and is assumed to keep its identity during its path. In Eulerian
modeling, the area under investigation is divided into grid cells, both in vertical
and horizontal directions.

Lagrangian modeling, directed at the description of long-range transport of sulfur,
began with studies by Rohde (1972, 1974), Eliassen (1975) and Fisher (1975).
The work by Eliassen was the start for the well-known EMEP-trajectory model
which has been used over the years to calculate trans-boundary air pollution of
acidifying species and later, photo-oxidants. Lagrangian modeling is often used
to cover longer periods of time, up to years.

Eulerian modeling began with studies by Reynolds (1973) for ozone in urbanized
areas, with Shir and Shieh (1974) for SO, in urban areas, and Egan (1976) and
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Carmichael (1979) for regional scale sulfur. From the modeling studies by
Reynolds on the Los Angeles basin, the well-known Urban Airshed Model-UAM
originated. Eulerian modeling, in these years, was used only for specific episodes
of a few days.

So in general, Lagrangian modeling was mostly performed in Europe, over large
distances and longer time-periods, and focused primarily on SO,. Eulerian grid
modeling was predominantly applied in the US, over urban areas and restricted to
episodic conditions, and focused primarily on Os. Also hybrid approaches were
studied, as well as particle-in-cell methods (Sklarew et al., 1971). Early papers on
both Eulerian and Lagrangian modeling are by Friedlander and Seinfeld (1969),
Eschenroeder and Martinez (1970) and Liu and Seinfeld (1974).

A comprehensive overview of long-range transport modeling in the seventies was
presented by Johnson (1980).

The next, obvious step in scale is global modeling of earth’s troposphere. The
first global models were 2-D models, in which the global troposphere was
averaged in the longitudinal direction (see Isaksen, 1978). The first, 3-D global
models were developed by Peters (1979) (see also Zimmermann, 1988).

It can be stated that, since approximately 1980, the basic modeling concepts and
tools were available to the scientific community. Developments after 1980
concerned the fine-tuning of these basic concepts.

5 Air Pollution Regulations

In Europe, the European commission has developed a general “Mother” directive
to consider ambient air pollution. Derived from it, “Daughter” directives have
been formulated for SO,, NO,, particulate matter-PM, lead, and tropospheric
ozone. These directives give limit values and also define the reporting
requirements for the countries, and the monitoring methods and number of
observations.

Air pollution modeling can be used as an integral part of the description of the air
quality situation in the member countries. More information can be found on
http://europe.eu.int/comm/environment/air/ambient.htm.

Under the UN-ECE, protocols have been defined to reduce trans-boundary air
pollution. Air pollution modeling is an essential part for these long-range
transport calculations, which include “blame-matrices” and the calculation of
cost-effective abatement strategies. More information can be found at
http://www.emep.int.
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The new developments in air pollution research and modeling that are used to

formulate air pollution regulations in Europe can be found in the EUROTRAC-
]

project.
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Abstract: This chapter addresses modeling background — needs and concepts - and definitions in a
brief survey. Topics include uses of models (regulatory compliance and resolution of litigation),
categorization of model by general type (Gaussian and grid-based), general governing equations,
categories of model inputs, types of solutions of equations, alternative model formulations, spatial
and temporal scales addressed and resolutions adopted, types of uncertainty of concern, experience
and current and proposed approaches to evaluation of model performance, and data needs.
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1 Why Air Quality Modeling

Understanding the relationship between primary pollutant emissions and air
quality, represented by the ambient concentrations of atmospheric pollutants, is
essential to developing emissions control strategies. The better this understanding
is achieved, the more effective will be the strategies and the greater the
opportunity for minimizing control costs while maintaining an acceptably low risk
of exceeding a NAAQS. Federal ambient standards exist for 8 pollutants and
pollutant groups: CO, SO,, NO,, ozone, fine particles, particles less than 10
microns in diameter (PM)y), total suspended particles (TSP) and lead. In some
cases the emissions-ambient concentration (e/ac) relationship is reasonably
straightforward: linear, proportional, scalable. In others it is extremely complex:
nonlinear, controlled either by a number of key chemical reactions or by mixing
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rates, and necessitating an understanding of a range of dynamic phenomena, such
as deposition rates and emissions of biogenic species.

Air quality simulation models (AQSMs) provide a means for relating emissions
and air quality. They range in form from quite simple to extremely complex.
Many types have been developed during the past three decades. However, two
have emerged as the main types in use: (a) the Gaussian model, for use in
simulating dynamic plumes, and (b) the grid-based photochemical AQSM, for use
originally in simulating ambient ozone concentrations, and more recently for
aerosols, SO, and its reaction products, and other reactive pollutants. The
framework of the grid-based model, omitting chemistry, is also being used to
simulate CO concentration fields.

The main premises in adopting models for use are that:
e they will serve as accurate estimators of air quality for any selected
combinations of emissions
e the time, cost, and staffing requirements that attend their use will be
commensurate with the need, and
e if the accuracy of estimates falls short, the model deficiencies will be
correctable within the availability of the resources

Presuming that a suitable model is available, it may see a number of uses:
e Regulatory planning and analysis, such as the preparation of federal and
state implementation plans (FIPs and SIPs)
e Estimation of uncertainties through sensitivity analysis
¢ Planning for the conduct of field studies, and
e Identification of research and development needs

The most common and most critical use is modeling to support FIP and SIP
preparation. Generally, planners attempt to ensure that recommendations for
emissions controls are consistent with emissions control requirements formulated
through modeling. Consequently, participants in the planning process have an
interest in models being as accurate as possible. Oftentimes, then, focus is on
improving simulation accuracy, evaluating model performance, conducting
sensitivity studies and uncertainty analyses, and simulating alternative emissions
control scenarios. If these steps can be conducted with satisfaction, the planner’s
job is greatly facilitated.

2 Modeling Categorized

2.1 Applications of Models

Air quality simulation models are employed in a wide variety of applications,
most of which are associated with local, state or federal regulatory requirements.
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2.1.1 Dispersion Modeling

The primary focus of dispersion modeling is estimation of ambient concentrations
of primary pollutants that have been dispersed in the atmosphere through
turbulent diffusion. Strictly speaking, this modeling category applies to pollutants
that do not undergo atmospheric chemical transformation. However, it also
applies for pollutants for which simple assumptions are incorporated to mirror
chemical transformation, such as linear decay terms.

Models in use include:

e The Gaussian formula in one of its many manifestations. This formula
represents the first of the commonly used models, and is applied primarily
to plumes, both individual and multiple. If circumstances permit, it may
also be applied to groups or aggregations of sources. Also, the Gaussian
formula can be written in a form to simulate the dispersion of individual
puffs, instead of plumes.

e The approximate solution of the governing equation of mass conservation,
which includes a simplifying assumption that relates turbulent fluxes,
<u’c’>, to concentration gradients, dc/0x;, through the adoption of an eddy
diffusivity, K,

(u'c"y=—K (c/ox,) (1)

This equation is commonly applied for more widely or uniformly
distributed pollutants such as carbon monoxide (CO), where large
individual plumes are not dominant.

e An approximate solution of the governing equations of mass conservation
in a coordinate system that moves with the average wind velocity — the so-
called “trajectory model”. The solutions in the fixed and moving
coordinate systems are related. They differ in that certain assumptions are
made for the trajectory model that do not apply for the “gridded model”,
notably neglect of horizontal wind shear, horizontal turbulent diffusion,
and vertical advective transport (Liu and Seinfeld, 1974). Also,
acceptance of the trajectory model implies that parcel integrity is
reasonably maintained for the length of time of the model simulation.

e The solution of the governing equation of mass — usually in parallel with
the governing equation of momentum — using more rigorous and complex
procedures, and thus avoiding the application of K-theory. Such models
tend to be research models, in development, computing-intensive, and
one-of-a-kind. They are not in common use.
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2.1.2 Modeling of Chemical Transformations

By far the most common approach is through use of coupled mass balance
equations incorporating K-theory, one for each pollutant that is being modeled.
Virtually all models now in use for estimating tropospheric 0ozone concentrations
and the concentrations of secondary fine particles are based on these equations,
with differences among models being in the submodels or modules for one or
more dynamic processes, such as transport, chemistry, and deposition, and in the
numerical integration procedure. These models are used for SIP and FIP
preparation, regional planning, and other regulatory applications.

Trajectory models are also used in special applications. However, each
assumption noted earlier still must be considered; in most situations encountered
they will not all apply.

2.1.3 Modeling of Pollutant Deposition

Generally, the same family of models, based on the governing equation of mass
conservation, is used to estimate deposition fluxes as a function of location, and
integrated over time, the accumulation of deposited material. Use of the “non-
reactive” form of the model, incorporating simplifying assumptions, allows for
calculation over longer simulated times at reasonable computational times.
Deposition calculations, less common than the calculation of ambient
concentrations, are of interest for estimation of:
e acidic deposition and acid loadings over a seasonal period
e ccosystem impacts of air pollutants, such as deposition of nitrogen
compounds onto sensitive watersheds, and
e contributions to accumulation of pollutants in lakes and subsequent
eutrophication

The sub-models or modules that address deposition can vary greatly in
formulation, rigor, and level of detail. In the past, several of the simulation
models in use incorporated rather primitive treatments of deposition. More
recently, improved algorithms have been developed and included in models.
Nevertheless, considerable uncertainty attends deposition estimates.

2.1.4 Modeling of Adverse Impacts

The objective of modeling “impacts”, in contrast to ambient concentrations, is to
examine more directly certain selected effects. An example mentioned earlier is
the estimation of acidic fluxes. Health effects of pollution are, of course, a major
issue as far as adverse impacts are concerned.

Visibility degradation also falls under the heading of “impacts”, as does
ecosystem loading. Again, the same category of models — solution of one or more
of the governing equations of mass conservation — serves as the most common
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approach for such analyses, incorporating those modifications or additions needed
to address the specific effect. For example, in the case of visibility degradation
(an adverse effect of pollution, in the sense that visibility impairment does not
allow a full enjoyment of vistas, especially in high sensitive areas, such as
National Parks), a post-calculation algorithm is included to convert estimated
concentrations into a measure of visibility impairment. This general category of
modeling is experiencing increasing use because the range of issues now being
examined in the regulatory arena is broadening.

Note that for all modeling applications, spatial extent is a key attribute. Early
applications tended to be limited to urban or metropolitan scale. Today regional
scale is of primary concern because of the recognition that pollutant problems are
not confined to a local area, but can extend for many hundreds of miles and
include a number of emissions centers. Modeling outlined here applies in
principle at local to regional — and in some cases — subcontinental scales.

2.2 Estimating Inputs to Air Quality Simulation Models

Three major categories of information are required to formulate inputs to models:
air quality, emissions, and meteorology. Consequently, it is appropriate to think
in terms of a modeling system, as depicted in Figure 1 and not only an air quality
model. Emissions and meteorological information, as well as boundary and initial
conditions must be supplied to the air quality model, as shown by the flows in the
figure.

Initial + Boundary Conditions
(or output from a coarser scale Emissions

meteorological model) I—> Model

Wind + Temperature
Information
Meteorological Emissions
Model Estimates
Wind + Dispersion
Information;
Insolation
Air Qualit; Pollutant
Model y =l Concentration Fields
. - oae (As Function of
Space + Time)

Initial Conditions, Boundary Conditions
(or output from a coarser scale model)

Figure 1. The Air Quality Modeling System.

Boundary and initial conditions are needed to drive models based on conservation
of mass. Boundary conditions are generally difficult to estimate, data are sparse,
and often no independent means of estimation exists. The two primary
approaches to estimation include acquisition of data at the inflow boundaries, both
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upwind and overhead, and estimation using a model of much broader spatial scale
but coarser spatial resolution.

Emissions are estimated using a wide array of options, from hand-counts and
bookkeeping to sophisticated modeling. = Where possible, computer-based
emissions models and management of emissions data are used — to insure
uniformity of procedure, reduce error rates, greatly enhance data handling, and
increase the rate at which estimation is conducted. Even for a given geographical
application, a wide range of approaches to emissions estimation — for the different
emissions categories — might be adopted.

In the early stages of air quality modeling, simple approaches to estimation of
meteorological variables were prevalent — from hand-prepared wind maps to the
use of straightforward diagnostic models, the latter including parameterized
treatments of key variables. More recently, prognostic models have been widely
accepted for use. These models are based on solving the equations of
conservation of mass, energy, and momentum. They have proven to be quite
helpful and an excellent complement to the use of air quality models based on the
equations of mass conservation.

23 Categories of Air Quality Models Primarily in Use

The primary models (and modeling systems) in use today are those based on the
numerical integration of the equations of conservation of mass and those based on
the Gaussian formula, the latter for a range of source configurations and
extensions of the basic equation.

2.3.1 Numerical Solution of the Equations of Conservation of Mass

The governing equations of conservation of mass are given by:

oc, ac, ac, oc, O ( 80) 0 oc; 0 ( 80)
—4u, —+u, —+u, —=—| K, — [+ —| K, — |+ —| K, —
ot ox oy 0z Ox ox ) oyl "oy ) oz 0z

(2)

+ R, (cl,cz,....,cn )+ E. (x,y,z,t)—Si(x,y,z,t)

where: Uy, Uy, U- = velocity
¢;= concentration of it species
R; = chemical generation rate of species i
E; = emissions flux
S; = removal flux

Emissions, meteorological, and air quality fields are provided as inputs, and the
equations are integrated forward numerically in time to produce pollutant
concentration fields.
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Note that in special circumstances the simpler trajectory solution may apply.
However, the trajectory model is not currently accepted for general use for
regulatory applications in the US.

2.3.2 Gaussian Models

The basic Gaussian equation,

4 e _2=R) _(z+h)
c(x,y,z)—zﬂﬁayo_zexp£ 202J {exp{ 20! ]+exp( 20 j] &)

where: q = source strength
h = stack height
o,, 0. = lateral and vertical dispersion coefficients

is a solution to the equation of mass conservation where conditions are steady
state (at/ot = 0), velocity u is constant, and diffusion in the x-direction can be
neglected. [See Seinfeld and Pandis, 1998, section 18-1 to 18-2, for a full
derivation.] Many variants of the Gaussian plume and puff formulas exist;
formulas for individual sources are summarized in Seinfeld and Pandis, section
18-3.

These two approaches to modeling dominate applications today and have done so
for the past two decades. Consequently, these formulations and supporting
emissions and meteorological modeling will receive the preponderance of
attention in this book.

3 Modeling the Atmosphere
3.1 Deterministic Modeling and Stochastic Processes

The atmosphere is stochastic; transport and dispersion exhibit random behavior.
Thus, for a given set of parameters — temperature profiles, average wind velocity,
solar radiation, surface roughness — different manifestations might occur in the
atmosphere, purely dependent on random events. Consequently, model outputs
should in principle be expressed as distributions that display the random character
of the variables of interest. In fact, all models in use are deterministic; they
display the average behavior of the spectrum of random outcomes that might
occur. Those using models or their results should be aware of this aspect of their
formulation.
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3.2 Modeling Representative Conditions vs. A Long-Term Time Record

Typically, modeling is conducted for average conditions or for a limited period of
time, sometimes termed “an episode”. A great deal can be learned from such an
exercise, and the results themselves are generally useful. However, atmospheric
and man-made conditions, such as wind fields and traffic intensity, vary, and can
vary in many ways and combinations.

Modeling longer periods of time provides a means for examining a range of
outcomes, but does so at additional cost, use of staff time, and level of detail. In
the past modeling was largely confined to shorter intervals — from one day to a
few days. More recently, investigators have demonstrated the use of models —
even the more complex models - for longer periods, up to a season or a year
(Winner and Cass, 1999). With attention being given to longer averaging periods
in the formulation of new ambient air quality standards, the application of models
for longer periods is becoming more attractive. The increasing memory and
speed of the computer is facilitating this change. Nevertheless, the modeler must
think carefully about the length of the time period to be studied, and be aware of
the commitment being made when one opts for the longer periods.

4 Modeling Alternatives

While grid models and Gaussian models provide a means for simulating a broad
range of atmospheric processes, alternative modeling approaches may prove as or
more useful in supporting particular avenues of research and analysis. For
example, box models play a central role in air chemistry research studies.
Receptor models provide direct emissions-air quality relationships using basic
source information and measured ambient pollutant concentrations. In
recognition of the stochastic character of the atmosphere, limited efforts have
been devoted to developing suitable statistical models. Although each of these
approaches has a limited range of applicability, they provide insight into certain
aspects of air pollution phenomena and in some cases may serve to corroborate or
place in question the results obtained from comprehensive simulation models.

4.1 Box Models

A box model is a mathematical representation of pollutant dynamics that take
place in a well-mixed volume of air. In general, these models provide very
limited representations of atmospheric transport phenomena. However, they are
well suited to supporting atmospheric chemistry research studies. For example, a
smog chamber is a stirred vessel that employs natural light or ultraviolet lamps to
study the chemical transformations of precursors in forming ozone and other
photochemical reaction products under controlled laboratory conditions. Fresh
precursors may be added to the chamber to simulate basic characteristics of actual
diurnal emissions patterns that occur in urban or rural areas. Since chamber-
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specific wall effects may be important, they need to be characterized and
simulated in the box model. Typically, the governing equations of a box model
are a set of coupled, nonlinear, stiff ordinary differential equations derived from a
chemical kinetics mechanism that are solved using suitable numerical solution
procedures.

4.2 Receptor Models

Receptor models are based on statistical analyses of ambient pollutant
measurements and pertinent emissions information. They are of particular value
in situations where detailed knowledge of actual emissions rates is subject to
significant uncertainties. For example, receptor models provide an important
means for apportioning measured values of certain types of primary particulates.
Establishing such relationships using a source-oriented model is much more
problematic given the large uncertainties in emissions estimates for fugitive
sources of particulates.

Receptor models can be grouped into three major categories (Seigneur et al.,
2001): (1) models that apportion primary PM using source information, (2)
models that apportion primary PM without using source information, and (3)
models that apportion primary and secondary PM. In each of these categories,
there exist some well-established techniques as well as some recent emerging
techniques. For example, the chemical mass balance approach has been applied
to PM, problems throughout the western U.S. with generally good success (PMg
is defined as particulate matter — PM — made of particles less than 10 um in
diameter). New methods of factor analysis can also be employed in areas where
source profiles are not available. The reliability of receptor models for PM; s is
quite different since the majority of the fine particle mass is due to secondary
particle formation (PM; s is defined as particulate matter — PM — made of particles
less than 2.5 pum in diameter). The ability of these models to provide quantitative
apportionment of the measured aerosol mass to the pertinent sources is more
uncertain. In regulatory applications, a key issue is the ability of these models to
adequately represent source-receptor relationships associated with nonlinear
chemical reaction phenomena that lead to secondary fine particle formation.

4.3 Statistical Models

Statistical models provide estimates of concentration levels as a function of some
combination of space, time, meteorological, emissions and other pertinent
variables. These relationships are derived using various regressions, statistical
and analysis techniques. Since these relationships are derived from available
measurements, their range of applicability is limited to the conditions under which
the data were collected. Nonlinear relationships between reactive precursors and
secondary pollutants are particularly difficult to accurately represent in such
models. To date, limited effort is being devoted to the development of statistical
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models largely because of their constrained range of applicability, the lack of
physical characterizations in the model, and, often, a limited database.

4.4  Lagrangian Particle Models

Lagrangian particle models — often referred to as Monte Carlo models — simulate
atmospheric diffusion by tracking the movement of thousands of fictitious
particles representing air pollution. Particles move according to average wind and
turbulence parameters and include semi-random pseudo-velocities calculated
using a computer-based random-number generator. These models apply well for
unreactive pollutants, but revert to a gridded formulation for reactive systems,
with various imposed limitations. Their use is becoming more common,
particularly for unreactive species, though regulatory applications are still rare.

5 Spatial and Temporal Scales

Models are typically applied to study impacts of individual sources, multiple-
source industrial facilities, metropolitan areas, or larger regional areas up to
subcontinental scale. The spatial scales of concern can range from up to a few
tens of kilometers for large industrial point sources, to a few hundred kilometers
for individual urban areas, to a few thousand kilometers for larger regional areas
comprised of several metropolitan areas. When applying models to regional-scale
domains, consideration must be given to the spatial scale of important
atmospheric phenomena that ultimately contributes to regional air quality
problems. Nested grid capabilities, an important feature of contemporary regional
models, allow them to resolve important phenomena and concentration gradients
in areas of the domain where significant sources are present.

The time scales of concern are related to ambient air quality standards, which
have averaging times ranging from one hour to one year. In Gaussian model
regulatory applications in the US, simulations using up to five years of
meteorological data may be carried out to develop estimates of peak
concentrations with averaging times ranging from one hour to one year. In
photochemical model regulatory applications in the US, simulations may be
carried out for time periods of from a few days to a few weeks to develop
estimates of peak 1- to 24-hour average concentrations. Only recently have
photochemical models been used to simulate entire annual time periods.

Models are formulated to represent key phenomena on the spatial and temporal
scales of interest. For example, urban models typically do not provide sufficient
treatment of upper air dynamics and, therefore, are generally not applicable to
regions of the order of several hundreds of kilometers where vertical transport in
the free troposphere, up to several kilometers above ground, may be important.
Air quality models that include a detailed treatment of chemistry tend to be
limited in their applications to a few days of simulation because of the
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computational costs associated with the numerical integration of the chemical
kinetic equations. Models that use a simplified treatment of atmospheric
chemistry can be applied to longer time periods (e.g., one year or more) without
prohibitive computational costs. The ability to simulate long time periods is
generally obtained at the expense of some accuracy (since the treatment of
chemistry is less accurate in long-term models). Another approach for estimating
annual-average concentrations is to apply an episodic model for several typical
meteorological scenarios and to reconstruct a full year by combining these
scenarios with appropriate weighting factors. This approach involves making
approximations with the representativeness of the meteorology, whereas the use
of a long-term model involves making approximations with the chemistry. To
date, no comprehensive evaluation of these two methods has been carried out.

6 Spatial and Temporal Resolution

Short-term Gaussian plume models are typically applied using hourly
meteorological data spanning a period of up to five years. Such models provide
hourly concentration estimates at any user-specified point downwind of the
source. However, because these models are based on steady-state assumptions,
they cannot truly resolve concentration fluctuations.

Grid-based models provide concentration estimates that are spatially averaged
over the volume of a grid cell, whose size may range from 1 to 40 km or more in
the horizontal directions and from ten meters to several hundred meters in the
vertical direction. Contemporary grid models employ nested grids with relatively
fine spatial resolution in dense and/or heterogeneous source areas (such as cities
where significant spatial gradients may exist in the concentration field) and
relatively coarse resolution in rural areas (where spatial gradients are much
smaller). Use of nested grids is largely motivated by a desire to optimize the
computational time required to perform a simulation.

The ability to provide variable vertical resolution can also be important. In
general, relatively fine vertical resolution is used near the ground where large
vertical gradients in the concentration field are likely to occur because of the near
proximity of most sources. Concentration gradients aloft are often much smaller,
allowing the use of coarser vertical grid resolution. In establishing the vertical
grid structure, careful consideration must be given to the spatial features of
elevated stable layers aloft and the possible need to adequately resolve elevated
plumes from large point sources. If such plumes are not adequately resolved, they
may be subject to significant averaging errors. In addition, the timing and
location of plume fumigation to the ground may be in error. For nitrogen oxides
(NOy) plumes, this can have a significant effect on VOC/NOy in the areas where
plume fumigation is predicted to occur (or not occur) and can also have a
profound influence on the relative effectiveness of VOC versus NOy controls on
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ozone formation in such areas. (VOC stands for volatile organic compounds, for
example, reactive, non-methane hydrocarbons)

7 Uncertainty: Bias, Imprecision, and Variability

Uncertainty attends all elements of the modeling enterprise: accuracy and
precision of the supporting and test data bases, the model-generated emissions and
meteorological fields, initial and boundary conditions, and at the end of the
sequence, air quality modeling and the results of interest. Variability also
accompanies meteorological and biogenic emissions variables (natural variability)
and activities that derive from human behavior, such as traffic loading (man-
derived variability). As should be apparent, the contributions of uncertainty to
modeling results are broadly-based, and the results of modeling are quite
susceptible to errors. Modelers, of course, attempt to reduce error levels as
effectively as possible, but uncertainties will persist, as many sources of
uncertainty are outside the modeler’s range of influence. Notable among these
are errors in inputs, particularly emissions-related, and variability of all types.
Model outputs may range widely in their sensitivity to uncertainties. Where they
are insensitive, errors or variability may be of only casual concern; where
sensitivity is high, errors particularly may be a major issue.

Typically, little attempt is made to estimate quantitatively the bias or error in
model output. While it may be important to know and of particular interest to the
decision-maker, it may be quite difficult or impossible to calculate. In these
circumstances, modelers sometimes use “best judgment” to estimate errors;
however, this cannot be expected to be reliable.

Sensitivities are often estimated. They generally provide information on the
response of the output to uncertainties in inputs, under the assumption that the
model is basically correctly formulated and the inputs are sound. If there is error
in the model or inputs, the results of sensitivity analyses may be derivatively
tainted.

Efforts are being made to introduce more sophisticated approaches to uncertainty
analysis into modeling. For example, Yang, Wilkinson, and Russell (1997) have
developed techniques for facilitating the conduct of sensitivity analysis through
use of the direct decoupled method. However, if there is an unknown error in the
model or inputs, no sensitivity analysis will properly address its presence. Rather,
an attempt must be made to detect its presence, determine the cause or causes and
the importance of the error (if feasible) and, as appropriate, correct, mitigate, or
eliminate the problem and repeat the modeling and sensitivity analysis.

See Morgan and Henrion (1990) for a detailed introduction to and treatment of
uncertainty.
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8 Evaluation of Model Performance

Model performance evaluation (MPE) is the process of testing a model's ability to
estimate accurately observed measures of air quality over a range of
meteorological, emissions, and air quality conditions. = When conducted
thoughtfully and thoroughly, the process focuses and directs the continuing cycle
of model development, data collection, model testing, diagnostic analysis,
refinement, and retesting. Far too often in the past this process has been
foreshortened in order to "validate" the model with readily available data so that
its use in regulatory decision-making could be justified. Obviously, serious
inquiry into the model's adequacy or reliability is difficult if not impossible in
such a situation.

The performance of Gaussian models has been the subject of numerous studies.
Typically, an inert tracer gas is released from a source and measured at various
downwind locations. Assessments of model performance rely on comparisons of
calculated and measured concentration levels. Routine application of these
models in a regulatory setting generally does not involve any performance
evaluation. At best, the models are applied using site-specific meteorological
data.

In contrast, there is a long history of MPE for photochemical models involving
the comparison of observed and estimated concentrations of ozone and, to a lesser
extent, other pollutant species. The principal comparisons included temporal
comparisons of differences between observation and estimation for individual
monitoring sites, spatial comparisons of differences, as shown through deficit-
enhancement maps, and a range of statistics, including regional and subregional
average bias, gross error, and differences in area-wide maximum ozone
concentrations, independent of time and location. The focus of all these types of
comparisons has been on ozone. Although NOy and VOC comparisons have been
carried out for some time, no requirement or informal rule was ever developed
stipulating that NOyx or VOC estimates correspond at any prescribed level.
Furthermore, no standard practice for judging model performance has evolved.
Traditionally, the EPA guideline model (Urban Airshed Model) (EPA, 1990) was
accepted for use in control strategy assessment when average discrepancies (e.g.,
gross errors) for ozone were of the order of 35% or less, and inaccuracy or bias is
"not large." (i.e., = 5-15% according to EPA’s definition) (EPA, 1991). Often,
however, it was determined that models passing these arbitrary performance
criteria contained significant flaws, commonly in the form of internal,
compensating errors that compromised the overall reliability of the entire
modeling demonstration.

While in many scientific disciplines "hands-off" testing of models is required, a
different tradition evolved in the evaluation of grid-based photochemical models.
The improvement of model performance is an integral part of MPE. In cases in
which differences between observations and estimates are unacceptably large, the
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modeler is expected (allowed) to carry out a diagnostic analysis, identify the
potential causes of the discrepancies, suggest and make changes in model
formulation or processing of input data, and repeat model testing. Thus,
evaluation and improvement make up an iterative sequence and, in fact, they are
inextricably coupled. Evolving from this philosophy is the common practice of
undertaking model performance improvement activities with each modeling
episode separately; lack of “hands-off” testing of the second and subsequent
episodes has led in many cases to inadvertent, but nonetheless inappropriate
“tuning” of the model inputs to provide acceptable UAM output ozone
predictions.

A key limitation in MPE to date has been the generally inadequate level of
stressfulness to which models have been subjected in testing. Three main
outcomes of testing are possible: A model performs inadequately and is so
judged, a model performs well and is so judged, or a model appears to perform
adequately but is, in fact, significantly flawed. To ensure during testing that a
model reveals its flaw(s), it must be adequately "stressed," that is, subjected to
testing that is designed to reveal and even highlight or amplify inherent
inadequacies.

Because testing has not been properly implemented, flawed models containing
compensatory errors internally have been widely accepted for use. The most
notable instance is the long-standing use of underestimates of VOC emissions as
input to the UAM. Modelers have either directly or inadvertently compensated
for these underestimates by introducing offsetting bias into the model. In one
instance modelers compensated for suspected underestimation of the emissions
inventory by artificially elevating the boundary conditions (on the top and sides).
In another study, a "lid" was placed on the vertical velocity in the UAM to
prevent or reduce the loss of surface ozone to layers aloft and thus improve model
performance. In a third case, meteorological inputs were "beneficially altered" to
advect the high ozone cloud directly toward the peak ozone monitoring station.
These types of input modifications no doubt changed the source-receptor
emissions characteristics of the air basins and had unknown effects on the
reliability of the emissions control strategies. In these and other situations, the
changes were asserted to be "within the range of experimental or scientific
uncertainty."

Recommendations for improvements to the MPE process have been proffered by
several scientists, motivated by a number of objectives. They include improving
the process, adequately stressing models, improving the quality of available
databases, standardizing the practice, and demystifying the practice through
clearer communication. Indeed, guidelines have been developed (Roth et al.,
1996) for providing a sound context for performance evaluation, establishing a
common understanding of the process, and ensuring that evaluation efforts are
properly formulated and reasonably complete. Elements of such a comprehensive
and satisfactory model evaluation process include:
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(a) evaluating the scientific formulation of the model through a thorough
review process

(b) assessing the fidelity of the computer code to the scientific formulation,
governing equations, and numerical solution process

(c) evaluating the predictive performance of individual process modules and
preprocessor models (e.g., emissions and meteorological)

(d) evaluating the predictive performance of the full model

(e) conducting sensitivity analyses

(f) carrying out corroborative analyses

(g) carrying out comparative modeling, and

(h) implementing a quality assurance activity

All of these activities should be carried out in accordance with the procedures
prescribed in an application-specific MPE protocol.

Obviously, the effort suggested above is considerably greater than that cus-
tomarily devoted to MPE. However, air quality models are being viewed as
essential tools in the development of emissions control plans. The costs of
controls are sufficiently high that society will wish assurance that imposed
controls will be effective in reducing air pollution levels. It is thus vital that the
overall planning process includes sufficient time and resources for conducting
thorough evaluations of model performance. In addition, there is likely to be a
significantly increased demand for the collection of suitable emissions,
meteorological, and air quality data to support MPE. The comprehensive
evaluation of model performance should be considered essential to the overall air
quality management program for an area.

9 Data Needs

AQSMs require various types of emissions, meteorological, air quality, and
geophysical data. Model inputs may be assembled directly from suitable data
sources or may be generated through use of other preprocessor models (e.g.,
emissions or prognostic meteorological modeling systems). The availability of
appropriate data to derive model inputs, to evaluate model performance, and to
diagnose and rectify model performance problems is crucial to the successful
application of an air quality model.

9.1 Gaussian Models

Gaussian models are typically applied using one to five years of on-site surface
meteorological data, including wind speed and direction, temperature, relative
humidity, standard deviation of the horizontal wind direction, and rainfall. Upper
air meteorological data are employed to estimate hourly mixing height estimates.
Some models require estimates of other boundary layer parameters. Geophysical
data include estimates of terrain height at source and receptor locations as well as
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land use. Tracer release experiments with suitable downwind measurements
might be carried out to provide a database for evaluating model performance,
although this is typically not carried out in routine applications of Gaussian
models.

9.2 Photochemical Grid Models

Photochemical grid models are mostly used for ozone simulations and require
several data sets for input preparation and model evaluation: air quality,
meteorological, emissions, and geophysical. Such models require a complete
specification of the spatial and temporal variations of key atmospheric
phenomena. Unfortunately, the available data needed to derive such estimates fall
far short of what is desired.

A typical air quality data set with which to evaluate model performance consists
of hourly surface measurements of ozone and oxides of nitrogen (NOy) derived
from monitoring stations operated by air regulatory agencies, usually located in or
immediately downwind of urban areas. Those monitoring sites located in rural
are often in the general proximity of commercial or industrial sources. Very little
routine NO/NOy monitoring is conducted at true rural sites, nor is there routine
collection of total or speciated volatile organic compounds (VOC) data. No
routine monitoring of ozone or precursors aloft is conducted. Data are rarely
available for direct specification of pollutant concentrations on upwind
boundaries of the modeling domain.

Photochemical grid models require a complete specification of the temporal and
spatial variations of key meteorological variables, such as wind velocity,
temperature, and cloud cover. The National Weather Service collects surface
weather data supplemented by twice-daily radiosonde soundings at various
locations throughout the country. These data supplemented with the surface
meteorological data gathered at the air monitoring stations constitute the typical
meteorological database available for developing meteorological inputs to
photochemical grid models.

Photochemical grid models also require a complete specification of gridded,
temporally resolved emissions estimates for all chemical species. Emissions data
are normally assembled by air regulatory agencies with varying quality,
representativeness, and reliability, often influenced by the ozone National
Ambient Air Quality standards - NAAQS - attainment status of the particular
area. (A region in the US is defined as an attainment region if air pollution
measurements indicate the NAAQS are not exceeded). An emission modeling
system may be needed to provide an effective means to organize, manipulate, and
process emissions data for a large modeling domain.

Geophysical data are needed for specifying gridded terrain and land use inputs.
Various federal agencies maintain geophysical data bases for topography, land
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use/land cover, population, employment, and so on that are used in various ways
to develop the inputs needed by photochemical modeling systems.

In a few nonattainment areas, such as the northeast US, special field measurement
studies have been performed to provide a better characterization and
understanding of meteorological and air quality conditions than is otherwise
provided by routine surface monitoring. Typically, these programs are carried out
over a limited time period and consist of intensive monitoring of aloft
meteorological and air quality conditions via instrument aircraft and remote
sounding devices, enhanced surface monitoring of ozone and precursor species
(sometimes including VOCs) in urban and rural sites, tracer-diffusion studies for
model evaluation, and intensive, focused collection of emissions data from key
source categories such as power plants, on-road motor vehicles, and targeted area
sources. Though useful, these studies are very costly, capture a fraction of
aerometric conditions associated with ozone exceedances, and have decreasing
utility to support modeling as time passes.

Occasionally, major field studies are designed and implemented in parallel with
integrated model development, testing and refinement activities. The SARMAP
(Demassa, 1996) study in central California is a noteworthy example. Here,
models were used to assist in the design of an intensive emissions, air quality, and
meteorological data collection activity, supplemented with many research-grade
investigations into specific processes: dry deposition and turbulence, biogenic
emissions from various plant species, on-road motor vehicle driving patterns,
boundary layer transport dynamics, and so on. Though very costly, these
programs provide a solid basis for further model development as well as the
opportunity for testing of individual process modules in the overall modeling
system.

10 Uses of Models

Several uses of models have been listed earlier, ranging from the practical to the
research-oriented. In this section we discuss two practical arenas of application:
regulatory compliance and resolution of litigation.

10.1 Regulatory Compliance

Today models are commonly used in planning to estimate if a geographical area:
e that now exceeds a specified standard will attain the standard if certain
prescribed emissions reductions are implemented
e now in attainment will remain so due to the favorable offsetting effects of
growth and emissions controls, and
e now in attainment is likely to exceed a standard due to the effects of
growth and insufficient emissions control



30 Air Quality Modeling — Vol. I

As noted, these modeling activities are often included under the general umbrella
of SIP and FIP preparation. A comprehensive process might include:
e detailed planning and protocol preparation
e conduct of a field program to obtain data needed for many purposes,
including the preparation of model inputs and the evaluation of model
performance
e independent programs for quality assurance and control
e archiving and error-checking for the complete data base, including
emissions
e adaptation and testing of a model system selected for use, including air
quality, emissions, and meteorological models
e iterative improvement of model performance consistent with good
scientific practice until a specified standard of performance is met
e conduct of sensitivity studies, to better understand the system being
modeled
e control strategy analysis, and
e cstimation and analysis of uncertainties and risks

Funding needed for such efforts may range from a $2-5M to $25M or more. If a
comprehensive field program is included, that component alone may cost from
$3M to $15M or more. The total elapsed time required ranges from 4 to 6 years
or more. Clearly, such commitments are substantial.

While grid-based photochemical modeling offers the best opportunity for long
range planning for the attainment and maintenance of secondary air pollutant
standards, its potential may be limited in one or more of the following ways:
e Components of an ambient air quality and meteorological data base may
be sparse, inaccurate, or lacking
¢ Funding to conduct a comprehensive study may be inadequate
e Staff to conduct the work may be available for only a portion of the time
needed, or may be unacceptably inexperienced in modeling
e The calendar time available may be inadequate, and/or
e Model performance may be inadequate and not easily correctable

See Roth, Tesche and Reynolds (1998), for an evaluation of regulatory modeling
efforts conducted during the 1990-95 period.

10.2  Resolution of Litigation'
Environmental litigation has been steadily increasing over the last two decades.

This phenomenon is particularly noticeable in the United States (US). However,
this trend is also affecting European countries and courts that deal with

'Section written by P. Zannetti
EnviroComp Consulting, Inc. Fremont, California, USA. (http://www.envirocomp.com).
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international issues. The parties and their attorneys involved in litigation need
expert witnesses such as scientists, engineers, medical doctors, in order to
comprehend various cases and to help define litigation strategy, producing
accurate and convincing written reports as well as providing expert testimony to
judges and juries.

In the past, experts hired for litigation cases were required to provide opinions and
subsequently support them with published citations, professional experience, and
simple “pen-and-paper” calculations. Today computer simulations are used in
virtually all technical fields. For example, in air pollution, computer simulation
models have been used in the US since the early 1970s as “regulatory tools”, i.e.,
official tools recommended by regulatory agencies to simulate the concentration
impact of emissions of chemicals into the atmosphere. But the same “regulatory”
models, or similar tools, can also be used to simulate the past, e.g., to simulate an
accidental release from an industrial facility. Accidental releases in the US are
often litigated in court, whereas experts are hired in order to perform a
reconstruction of the incidents. Today, these experts commonly use simulation
models to estimate the concentration impact in the neighboring areas downwind
from the release. The use of computer simulation models is clearly necessary in
accidental release cases (as well as in many other environmental litigation cases,
e.g., groundwater contamination). The formidable task for attorneys on both sides
is to understand as much as possible about modeling techniques and to be able to
present or criticize the results of those models in court.

If modeling is to be used in a litigation case the expert witness must make several
important choices. First of all, does the case warrant the use of a complex
computer model? Should perhaps a simple model be chosen? Which model will
be easier to explain to a jury? In one case, for example, the expert may use a
computer model developed and recommended by the US Environmental
Protection Agency (EPA). In another scenario, the expert might use a “research
prototype” code developed at a university or a national laboratory. In yet another
case, the expert might utilize a model recently developed, or even a model (or a
set of calculations) expressly developed for the case at hand. The expert should
bear in mind that each choice has advantages and disadvantages. Clearly, models
that are widely used by other scientists and recommended by regulatory agencies
can be perceived as more reliable than others. However, in litigation, an expert
witness has ample latitude in selecting the tools that are most appropriate for the
case. Whatever tool is chosen, the expert witness must be able to persuasively
present it as reliable, peer-reviewed science whose results can be trusted. In all
cases, the expert witness must feel comfortable in the ability to justify results and
opinions to a non-technical audience under cross-examination. For additional
information on the subject of the use of air pollution models in litigation cases,
see Zannetti (2001).
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Chapter 3

Emission Modeling

Future volumes in the book series will address the issues related to the
modeling of air pollution emissions. A brief introduction to this subject is
presented below, courtesy of James G. Wilkinson

jwilkins@themis.ce.gatech.edu

In the context of air quality modeling, emission modeling is the process by which
emissions estimates are prepared for use in an air quality model. In general terms,
the emissions model is the suite of tools that are used to estimate and spatially and
temporally allocate emissions for use in deterministic and statistical air quality
models. The field of emissions modeling is rapidly being transformed from a
discipline that has typically been viewed as more of an art to a field that is more
scientifically rigorous. Though, even today, the methods that are used to estimate
emissions for air quality modeling purposes are many times poorly documented
and receive little if any peer review (NRC, 1991). Yet the emissions estimates
that result from the emissions modeling process are the critical link in the air
quality modeling process, as shown in Figure 1 below. In comparison to the other
input components to the air quality modeling process, the emissions estimates
tend to receive the greatest degree of scrutiny.

However, with each successive deployment of a new emissions modeling tool,
whether that tool is a model meant to estimate only biogenic emissions or an
entire emissions modeling system meant to estimate emissions for all sources,
there has been a growing movement away from much of the ad-hoc nature of the
development of emissions estimates, for use in air quality modeling, towards
emissions estimates whose lineage, as well as the methods used to develop them,
is documented and more open to scientific debate. Most notably, the Emissions
Inventory Improvement Program' (EIIP) has resulted in numerous, quasi-official

! http://www.epa.gov/ttn/chief/eiip/
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standards documents for the development, storage, transfer, and use of emissions
estimates.

In future chapters, we will explore how emissions are estimated for the myriad of
sources that exist. We will also examine the impact that emissions control
strategies have on emissions estimates. However, the focus will be on the tools
and techniques that are employed to estimate emissions, or to manipulate existing
emissions estimates, for use in an air quality model.

Within the context of this book series, emissions estimation tools are viewed from
two perspectives:

e The emissions estimates model; and

e The emissions modeling system.

The emissions estimates model is a computerized system that utilizes data to
estimate emissions from a specific source. For example, the US EPA Biogenic
Emissions Inventory System” (BEIS2) is a good example of an emissions
estimates model. BEIS2 uses land cover, species-specific emissions factors,
temperature, and solar radiation to estimate the emissions of volatile organic
compounds from plants.

The emissions modeling system is a computerized framework under which
emissions estimates models operate. Further, the emissions modeling system
functions to house all the tools necessary to prepare a comprehensive set of
emissions estimates for use in an air quality model. The Emissions Modeling
Systems® (EMS-95) and the Sparse Matrix Operator Kernel Emissions* (SMOKE)
modeling system are good examples of emissions modeling systems. Each
system has the ability to estimate emissions from major stationary sources, area
sources, on-road mobile sources, and biogenic sources and to prepare the
emissions estimates for use by a number of air quality models including the
Comprehensive Air Quality Model with extensions’ (CAMx), the Community
Multiscale Air Quality® (CMAQ) model, the Urban Airshed Model’ (UAM-V),
and the Multiscale Air Quality Simulation Platform® (MAQSIP).

2 ftp:/ftp.epa.gov/amd/asmd/beis2/

® http://www.ladco.org/emis/guide/ems95.html

* http://www.emc.menc.org/products/smoke/

5 http://www.camx.com/

® http://www.epa.gov/asmdnerl/models3/index.html
7 http://uamv.saintl.com/

8 http://www.emc.menc.org/products/magsip/
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Figure 1. Overview of the air quality modeling process (adapted from
Russell and Odman, 1993).

References

NRC, 1991. Rethinking the Ozone Problem in Urban and Regional Air Pollution. National
Research Council, National Academy Press, Washington, D.C.

Russell, A. G. and M. T. Odman, 1993. Future directions in air quality modeling, Water Air Soil
Pollution, 67:181-193.

USEPA, 2000. AP-42: Compilation of Air Pollutant Emission Factors Mobile Sources, United
States Environmental Protection Agency, Office of Transportation and Air Quality, Ann Arbor,
MI. http://www.epa.gov/otag/ap42.htm

USEPA, 1999. Handbook for Criteria Pollutant Inventory Development: A Beginner's Guide for
Point and Area Sources, United States Environmental Protection Agency, Office of Air Quality
Planning and Standards, Research Triangle Park, NC. EPA-454/R-99-037. September.
http://www.epa.gov/ttn/chief/eidocs/beginner.pdf

USEPA, 1995. Compilation of Air Pollutant Emission Factors AP-42, Fifth Edition, Volume I:
Stationary Point and Area Sources, United States Environmental Protection Agency, Office of Air
Quality Planning and Standards, Research Triangle Park, NC. http://www.epa.gov/ttn/chief/ap42/

USEPA, 1991. Procedures for the Preparation of Emissions Inventories for Carbon Monoxide and
Precursors of Ozone, Volume I: General Guidance for Stationary Sources, United States
Environmental Protection Agency, Office of Air Quality Planning and Standards, Technical
Support Division, Research Triangle Park, NC. EPA-450/4-91-016.


http://www.epa.gov/otaq/ap42.htm
http://www.epa.gov/ttn/chief/eidocs/beginner.pdf
http://www.epa.gov/ttn/chief/ap42/

36 Air Quality Modeling — Vol. I

USEPA, 1989. Procedures for Estimating and Applying Rule Effectiveness In Post-1987 Base
Year Emissions Inventories for Ozone and Carbon Monoxide State Implementation Plans, United
States Environmental Protection Agency, Office of Air Quality Planning and Standards, Technical
Support Division, Research Triangle Park, NC. EPA-452/4-92-010.



Sorbjan, Z. (2003) Air-Pollution Meteorology. Chapter 4 of AIR
QUALITY MODELING - Theories, Methodologies, Computational
Techniques, and Available Databases and Software. Vol. I -
Fundamentals (P. Zannetti, Editor). Published by The EnviroComp
Institute  (http://www.envirocomp.org/) and the Air & Waste
Management Association (http:/www.awma.org/).

Chapter 4

Air Pollution Meteorology

Zbigniew Sorbjan

Department of Physics, Marquette University, Milwaukee, WI 53201, USA
sorbjanz@mu.edu

Abstract: The primary object of this chapter is to introduce meteorological fundamentals related
to the transport of air pollutants in the atmosphere. The material contained in the chapter is divided
into two sections. Section 1 is very basic and mostly related to atmospheric flows in larger scales.
It discusses forms of atmospheric motions, weather systems, forces, and clouds. The material
contained in Section 2 is more detailed and focused on processes in the atmospheric boundary
layer. Turbulence, mixing and diffusion in this layer are examined and explained. Various
regimes, such as stable flows, free and forced convection, in cloud-less and cloud-topped mixed
layers are discussed. Their mathematical and physical description is also reviewed, including
similarity theories and mixed layer models.

Key words: atmospheric motions, weather systems, atmospheric boundary layer, turbulence,
mixing, diffusion, convection, mixed layers, similarity theories.

Meteorology has an important, practical application in the area of control and
management of air quality. Its significance was first realized when the
increasingly heavy use of coal for home heating and industrial power led to
episodes of extreme sulfur pollution during certain weather conditions. The most
famous case occurred in London during foggy December in 1952, when
approximately 4000 people died as the direct result of air pollution. Four years
later, in January 1956, under similar conditions, 1000 deaths were blamed on an
extended fog in London. Since that time, the problem has grown as a result of
industrialization. High air pollution concentrations are no longer local and
restricted to urban areas, but can be transported for long distances by large-scale
weather patterns.
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The primary object of this chapter is to introduce meteorological fundamentals
related to the transport of air pollutants in the atmosphere. The material contained
in Section 1 is very basic and mostly related to atmospheric flows in larger scales.
More extensive coverage of topics included in this Section can be found in such
text-books as Aguada and Burt (2001), Moran and Morgan (1995) or Lutgens and
Tarbuck (1995). Readers who are familiar with general meteorology could simply
skip it and begin with Section 2.

The material contained in Section 2 is more detailed and describes meteorological
processes in the atmospheric boundary layer, where most human and biological
activities take place. For further information on boundary layer processes, the
reader is referenced to text-books on the subject, including monographs of Kaimal
and Finnigan (1994), Garratt (1992), Plate et al. (1998), Sorbjan (1989), or Stull
(1988). Air pollution diffusion is investigated in detail by Arya (1999),
Venkatram and Wyngaard (1988), or Pasquill (1974).

1 Synoptic Meteorology
1.1 Atmospheric Air

Photographs taken from outer space show that the Earth’s atmosphere forms a
very thin layer surrounding the globe. Its height can be estimated to be about 80
km, which is 1.25% of the Earth’s radius. The composition of the atmosphere is
almost uniform with height. Table 1 shows the abundance of the various gases in
the atmosphere. The gases listed in the left column of the table are permanent, i.e.,
their concentrations do not change in time and space. The gases in the other
column can vary.

Table 1. Abundance of the atmospheric gases

Permanent % b %Db

Gas Symbol Varial);le Gas Symbol Volulfle
Nitrogen N, 78.08 Water vapor H,O 0.0 —4.0

Oxygen 0, 20.95 Carbon dioxide CO, 0.0351
Argon Ar 0.93 Methane CH,4 0.00017
Neon Ne 0.0018 Carbon monoxide CO 0.00002
Helium He 0.00052 Ozone (O} 0.000004
Hydrogen H, 0.00005 Sulfur dioxide SO, 0.000001
Xenon Xe 0.000009 Nitrogen dioxide NO, 0.000001

Nitrogen and oxygen are the most abundant atmospheric gases. Their total amount
is about 99.03%. The abundance of the remaining permanent gases is only about
0.9324%. The concentration of water vapor, which is also one of the variable
atmospheric gases, changes as a part of the natural hydrologic cycle. The
concentration of the carbon dioxide (CO;) and methane (CH4) show cyclic
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oscillations associated with the annual vegetation cycle (see website'). The
amount of sulfur dioxide (SO,) may vary due to volcanic eruptions into the upper
atmosphere and also due to anthropogenic activities.

Most of the ozone is found in the higher atmosphere, about 30 km above the
Earth's surface. At this height, ozone is produced naturally and forms the so-
called ozone layer. The ozone layer absorbs most of the ultraviolet radiation from
the sun. Ultraviolet radiation is harmful to life. Therefore, the presence of the
ozone layer in the atmosphere protects life on Earth against radiation.

In 1974, M.Molina, F.S.Rowland and P.Crutzen, determined that certain man-
made substances have been destroying the ozone layer. Among these substances
were chloro-fluoro-carbons (CFCs) from spray cans and air-conditioning systems.
When released into the atmosphere, CFCs slowly move upwards. In the upper
atmosphere they are transported to remote regions including the Arctic and
Antarctic. During this transport CFCs break up as a result of solar radiation.
Chlorine molecules are produced which react with ozone and reduce its amount.
Evidence of massive ozone layer destruction, called the ozone hole (see website?),
has been observed over Antarctica. As a consequence, an increase in skin cancer
in humans may be expected, as well as various adverse effects on plants and
animals. To solve the ozone reduction problem, over forty industrialized countries
in the world have pledged to eliminate completely the use of ozone-depleting
chemicals in the 21st century.

Some of the variable atmospheric gases in the atmosphere change their amounts
as a result of anthropogenic industrial activities. For example, ozone (Os),
nitrogen dioxide (NO;), and carbon monoxide (CO) are emitted into the lower
atmosphere by motor vehicles, due to the high-temperature combustion of fuel.
Ozone is also formed as a result of photochemical reactions. Carbon dioxide
(CO,) and sulfur dioxide (SO;) are produced by burning wood and coal. Sulfur
dioxide readily oxidizes to sulfur trioxide (SO3). In moist air, sulfur trioxide reacts
with water and produces sulfuric acid (H,SOy). Sulfuric acid can be transported
within clouds for hundreds of kilometers. When it is removed from the clouds, it
can result in acid rain.

1.2 Atmospheric Energy

The Earth's atmosphere acts as a giant heat engine transforming available energy
into the movement of huge masses of air. Practically all "fuel" for this engine is
supplied by the sun. The contribution of all other sources (e.g. the Earth's interior)
is smaller than 0.02%. Since the Earth's atmosphere is semi-transparent to
incoming solar radiation, it obtains roughly 20% of its energy strictly by

! http://www.oism.org/pproject/s33p36.htm
2 http://www.epa.gov/ozone/science/hole/



http://www.oism.org/pproject/s33p36.htm
http://www.epa.gov/ozone/science/hole/

40 Air Quality Modeling — Vol. I

absorption. About 30% of solar radiation is reflected or scattered into space. The
rest passes through the atmosphere and is absorbed by the Earth’s surface.

The surface of the Earth has a considerable influence on air temperature.
Differences in temperature near the ground are caused by the variation of thermal
properties of the underlying surface. Because water has an enormous specific
heat, it takes far more heat to raise the temperature of water than it does to raise
the temperature of rocks or soil. Besides, the heating energy is deposited only in a
few decimeters of soil, while in the oceans it is mixed through the top few meters
of water. Consequently, since water covers 61% of the Northern Hemisphere and
81% of the Southern Hemisphere, there are considerably smaller annual
temperature variations in the water-dominated Southern Hemisphere, as compared
to the Northern one.

Temperature in the atmosphere changes with height. In the troposphere, which is
the lowest layer of the atmosphere -- extending up to about 10 km above the
ground, the temperature in average decreases with height at the rate of about
0.6°C per 100 m (Figure 1). Above, in the stratosphere, temperature generally
increases with height, due to an absorption of solar radiation in the ozone layer. In
the mesosphere, temperature decreases with height. In the thermosphere, the
temperature of air molecules again increases with height. Departures from the plot
in the figure can occur because of seasonal and latitudinal variations.

120 I
100 Ther‘mDSphlerE
E 80 I
e Mesasphere
= |
=
40
20 Stratusphlere
0 Tmpusph!are

oo -B0 -G0 -40 -0 o 20 40

Temperature, 'C

Figure 1. The vertical distribution of temperature in the standard
atmosphere.
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Figure 2. Typical temporal changes of temperature within the first few
hundred meters above the Earth’s surface.

Within the first few hundred meters, temperature significantly changes diurnally
(Figure 2). At night, the Earth’s surface cools radiatively and causes a decrease in
air temperature near the surface. As a result, the so-called temperature inversion
layer is formed near the Earth's surface. In the inversion layer, the temperature
increases with height. On the other hand, during the day, the Earth’s surface is
heated by the sun. The warm surface causes an increase of the air temperature in a
thin layer above the ground. As a result, the daytime air temperature near the
ground readily decreases with height.

Temporal variations of the air temperature in the atmosphere can also be related
to various natural, and anthropogenic factors, such as volcanic eruptions and
increased levels of air pollutants. During volcanic eruptions, tons of dust and ash
are spewed into the atmosphere. Some of this material reaches the levels above
the troposphere and is redistributed around the Earth. The temporary presence of
volcanic debris causes some of the sun's energy to be reflected back into outer
space before it reaches the Earth's surface. Volcanic particles also intensify cloud
formation. More clouds reflect more solar energy back into outer space. Even
though the volcanic dust and clouds also prevent some of the Earth's heat from
escaping, the resulting effect is a cooling of the Earth.

There has been concern that further industrial emissions of pollutants into the
atmosphere will cause global warming, commonly referred to as the greenhouse
effect. The greenhouse effect is triggered by such pollutants as carbon dioxide,
methane, nitrous oxide, and chloro-fluoro-carbons. Greenhouse gases prevent part
of the Earth’s radiation from escaping into space, and keep the Earth warmer. A
globally averaged surface temperature increase of 0.5°C has already been
observed since 1880 (see web site’). As a result of the warming effects, glacier
and continental ice could melt, resulting in rising sea levels. More water vapor

3 http:/Iwf.nede.noaa.gov/img/climate/research/1998/anomalies/triad pg.gif
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could be released into the air causing greater precipitation. A weakening of the
Gulf Stream current might also occur. The warming trend could shift climate
zones around the world and make floods, droughts, storms, cold and heat waves to
be more extreme and more frequent.

There is some skepticism in the scientific community about such an "apocalyptic"
vision of the future. The observed 0.5°C temperature increase could merely be a
natural climate fluctuation. Global warming caused by the greenhouse effect
could be canceled due to radiative cooling by the increased presence of
anthropogenic aerosols and clouds. Reduction of the ozone content, and
consequently in the amount of the absorbed solar energy, is expected to cool the
stratosphere.

Nonetheless, the recent model simulations imply that only about 3.3% of the
greenhouse energy is used to warm the atmosphere. Most of this energy (92%) is
stored in the oceans. In addition, about 4.1% of the greenhouse energy causes the
melting of the ice cover in Antarctica and Greenland, and about 0.5% melts the
world glaciers.

1.3  Atmospheric Forces

Atmospheric motion results from the action of atmospheric forces. Such forces
may be classified into two categories -- body forces and surface forces. Body
forces, such as gravity, act at a distance on the bulk of the air parcel (hence the
word "body"). Surface forces, or stresses (forces per unit area), act through direct
contact and are exerted directly on the surface of the air parcel. The surface forces
can be divided into normal stresses and tangential (shear) stresses.

Surface forces reflect an interaction among air molecules or air parcels. If two
layers of air flow with slightly different velocities, the random sidewise intrusions
of some slower molecules into the faster stream tend to slow down the faster
stream. The intrusion of faster molecules into the slower stream tend to speed up
the slower stream. The wandering of individual molecules introduces internal
friction in the fluid which is called viscosity.

The atmospheric pressure can be regarded as the weight of the atmosphere per
unit area. Pressure differences in space generate the pressure gradient force which
acts from higher to lower pressure regions of the atmosphere. As the atmospheric
pressure decreases with height, one might expect that the vertical component of
the pressure force should be able to move the atmospheric air out into space. But
this does not occur because the vertical pressure gradient force is approximately
balanced by the gravity force. This balance is expressed by the hydrostatic
equation, which can be written in the following form:

1 dp
= _ 1
o g (1)
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where z is height, p is the air density, p is the air pressure, g is the gravity
acceleration. The hydrostatic balance may be disturbed by the buoyancy force,
due to density differences between parcels of moving air and their vicinity, as
well as by varying motions in time and space.

Buoyancy forces act on individual parcels of air only when there are differences
in density between the parcels and the ambient atmospheric air. For instance, the
buoyancy force appears when a number of water vapor molecules is added to a
fixed volume of air. In this case the same number of air molecules must leave this
volume to keep the total number of molecules (Avogadro's law), as well as
temperature and pressure constant. Assume that 10 moles (1 mole is a fixed
number of molecules) of water vapor replace 10 moles of air, i.e., 8 moles of
nitrogen and 2 moles of oxygen. The molecular weights of water vapor, nitrogen,
and oxygen are: 18 g, 28 g, and 32 g, respectively. Therefore, the atomic weight
budget is: (10 x 18 g) - (§ x 28 g + 2 x 32) = -108 g (lost). This indicates that
humid air is lighter than dry air of the same temperature and pressure. Other
effects of the buoyancy force will be discussed in the next section.

The rotation of the Earth introduces the Coriolis force. The Coriolis force is
perpendicular to the object's relative velocity, and is oriented to the right of the
velocity vector in the northern hemisphere, and to the left in the southern one. Its
magnitude is proportional to the product of an object's mass, its velocity, Earth's
angular velocity (7.29x107 radians/s), and sin ¢, where ¢ is the latitude at which
wind occurs.

The Coriolis effect combines two factors, one that exerts its strongest force on
objects traveling on a north-south axis, and another which affects objects moving
on an east-west axis. The first factor results from the rotational velocity of the
Earth’s surface, which varies with latitude. A point residing on the Equator moves
at a speed of 2zR/24h = 463.2 m/s, while the poles spin but do not move. Hence,
air moving north from the Equator begins with a greater rotational speed and
outruns slower moving portions of the globe. As a result, it relatively curves
eastward and ahead of the Earth’s rotation. Similarly, air traveling southward,
toward the Equator, begins with a low initial velocity and curves west, as the
faster-moving Earth exceeds it.

The east-west component of the Coriolis force is a consequence of the tendency
of any orbiting object to fly off in a straight line. This tendency, together with the
rotation of the Earth, produces a force which lies on the plane perpendicular to the
Earth's axis, and thus has a sideways component in relation to the Earth’s surface.
Consequently, an object moving east will curve toward the Equator, while an
object moving westward will curve toward the pole.
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14 Static Stability

The buoyancy force can also appear when air parcels travel vertically in the
atmosphere. A dry parcel of air moving upward expands adiabatically due to a
decrease in the atmospheric pressure with height (the word adiabatic is derived
from the Greek word adiabatos, meaning "impassible", i.e., occurring without loss
or gain of heat). The process of expansion decreases the internal energy of parcel
molecules, and causes the parcel to cool. When a dry parcel of air moves
downwards, it contracts adiabatically due to an increase in the atmospheric
pressure with height. The process of contraction increases the internal energy of
parcel molecules, and causes the parcel to warm. Changes of the temperature in a
dry adiabatic process are described by the Poisson equation:

where T is the absolute temperature in Kelvins, p is pressure, k = R/c, = 0.286, R
is the gas constant of dry air (R = 287 m’s’K™), Cp 1s the specific heat of dry air
(cp, = 1007 m’s”?K™), z is the actual height and “o0” indicates the initial level of the

moving parcel.

Differentiating the above equation, with respect to height, with the help of the
hydrostatic equation (1), and the equation of state:

p=pRT 3)

which relates the pressure, temperature and density, one finds that the temperature
of a vertically moving parcel changes in the atmosphere at the constant lapse rate
Yo = -dT/dz = g/c, = 1°C per 100 m. This value is called the dry adiabatic lapse
rate (the lapse rate is defined as a negative vertical gradient).

If the atmosphere were well mixed by vertical motions of air parcels, its
temperature would not be constant but would decrease with height at the dry
adiabatic lapse rate. In the well mixed atmosphere the so-called potential
temperature would be constant. The potential temperature is defined as:

k
1000
0= T(z){ } “4)
p(2)
i.e., it is the temperature of a parcel which is brought adiabatically to the reference
level of 1000 hPa. Note that the pressure p in (4) is expressed in hPa. By
differentiating (4) with respect to height, with the help of (1), one can obtain

d®dz = dT/dz + y, This indicates that the potential temperature is indeed
conserved (constant) during vertical adiabatic motions.
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Condensation of water vapor has an important impact on the state of the
atmosphere. When the rising parcel of air reaches saturation, vapor condenses and
releases the latent heat of condensation. The released heat increases the air
parcel's temperature. As a result, the adiabatic lapse rate decreases from the dry
rate of y, = 1°C/100 m to the rate y,, = y, - L/c, dg/dz, where L is the latent heat
of evaporation (L = 2.5x10° J/kg at 0°C), g is the specific humidity (mass of water
vapor in a kilogram of humid air). The new rate is called the pseudo-adiabatic
lapse rate or the moist adiabatic lapse rate. The moist adiabatic lapse rate for the
standard atmosphere varies from 0.4°C/100 m (in warm saturated air) to
0.9°C/100 m (in cold saturated air). The release of latent heat causes the rising
parcel to intensify its vertical motion. This mechanism provides additional "fuel"
for the formation of thunderstorms.

The actual temperature lapse rate in the atmosphere varies in time and space and
usually differs from the dry adiabatic rate. Therefore, in some situations, the
rising parcel of air might be cooler, and thus heavier, than the surrounding air.
Such a parcel is decelerated in its upward motion, and then forced to sink. Such a
case is considered in Figure 3.

The ambient temperature in the figure increases with height from 7; = 300 K to T,
= 301 K. A parcel, which initially has a temperature of 7,,; = 300 K, is forced
upwards. As a result, it expands and cools adiabatically to 7,, = 299 K. Being
cooler and heavier than the ambient air, the parcel would tend to return to the
initial level. When this occurs, the conditions are called statically stable.

3017 K
299 K i
Eventually parcel
returns
100 1m
Initially parcel rises
300 K ¥
200 K

Figure 3. Static stability within thermal inversion (i.e., when the
temperature of the atmosphere increases with height). The temperature is
expressed in Kelvins.

If the temperature of the ambient air in the figure decreased with height from 7, =
300 K to 7> = 298 K, the rising air at the upper level would be warmer (7> = 299
K), and therefore lighter, than the surrounding air (7, = 298 K). As a result, the
parcel would continue rising. Consequently, this state would be called statically
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unstable. In the statically neutral case, the rising particle has the same temperature
along its path as the surrounding air (7; = T,,;, 1> = T),»).

To further understand the effects of thermal stability, consider the balance of the
gravity and the pressure gradient forces given by Equation (1). It can be assumed

that one parcel of air changes its density from the value p to a new value p. As
a result of this change, the parcel starts moving vertically with the acceleration a:

_—=E _ 5
s g+a (5)

Substituting (1) into(5) and employing the equation of state (3) yields:

p—p T-T| g|dT dT g do
a=-— — [=— =—=Z|—-—z=—=2—z (6)
Yo T T\dz d-z T dz

where T and T are the temperatures of the atmosphere and the parcel respectively,

-dT /dz = y,, @is the potential temperature, and z is the height above the Earth's
surface.

When d@/dz > 0 then a < 0. In this case the vertical motion is decelerated. When
d@/dz < 0 then a > 0. In this case the vertical motion is intensified. Based on the
above analysis we may conclude that the static stability of the atmosphere can be
characterized as follows:

e unstable (superadiabatic):  d@dz <0, - dT/dz > ,
e neutral (adiabatic): dOdz =0, -dT/dz = y, (7)
e stable (subadiabatic): dOdz > 0, - dT/dz < y,

and in addition:
e isothermal: d7/dz = 0,d@/dz = y,
e inversion: d7/dz > 0,d@dz > y,

Equation (6) can be transformed into the form:

e ~N?z (8)

where N is the Brunt-Vaisala frequency defined as:

N2 -840

T, dz ®)

The general solution of the differential equation (7) is:
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z=Ae™ +Be™ (10)

If N > 0, the stratification is stable and equation (10) describes a vertical
oscillation with angular frequency N. The period 27/N is typically a few minutes
long. These oscillations can be interpreted as gravity waves, since their nature is
strongly affected by the action of gravity .

1.5 Scales of Atmospheric Motions

In 1926, L.F. Richardson (1881-1953) noted that atmospheric motion occurs over
a broad range of horizontal length scales -- from thousands of kilometers to
millimeters. The largest scale motion is caused by thermal and pressure contrasts
over the globe, modified by the rotation of the Earth. Land and oceans introduce
additional modifications to this primary flow and help to initiate secondary
circulations. Local topography introduces tertiary circulations. A cascade process,
in which eddies of the largest (global) size trigger smaller and smaller (local)
ones, continues down to molecular motions, which finally cease due to viscosity.
Richardson's poetic version depicts the changes quite accurately:

Big whirls have little whirls,

That feed on their velocity;

And little whirls have lesser whirls,
And so on to viscosity.

The range of scales of atmospheric motions can be adequately defined by
considering fundamental frequencies of the atmospheric motions (e.g., Atkinson,
1995):

e the Brunt-Viisilé frequency: N = (g/T, d@dz)"? ~ 107 s

¢ the inertial frequency: f=2Qsin¢ ~10" s

e the planetary frequency: P=(U b)]/ 2 100!

where f is the Coriolis parameter, the (2 angular velocity of the Earth, ¢is the
latitude, U is the horizontal velocity of air, b is the rate at which the Coriolis
parameter changes with the latitude. The Brunt-Viisald frequency N defines
gravity oscillations in the stratified atmosphere. The inertial frequency f results
from the rotation of the Earth. The planetary frequency P is related to oscillations
in the westerlies flow in the middle and upper troposphere.

Based on these fundamental frequencies N, f, and P listed above, the following
scales of atmospheric motions can be defined:

e planetary scale: F< PorF<10°s
e Jlarge scale: P<F<f, orl0’s< F<I0"s
e meso-scale: f<F<N, orl0?s< F<I10’s
e small scale: F>N orF>1 07’ s
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where F is the frequency of the atmospheric circulation under consideration. The
corresponding length scale L can be obtained by assuming L = 2zU/F, where U is
the velocity of the air (U ~ 10 km/h). Consequently:

e planetary scale: L >2zU/P, or L >1500 km, but limited by the

circumference of the Earth

e largescale: 2zU/f <L < 2zU/P, or 200 km <L < 1500 km

e meso-scale: 27U/N < L < 2zU/f, or 2km <L < 200 km

e small scale: L < 2zU/N, or L <2km.

Atmospheric transport and diffusion closely follow this classification. Pollutants
from local/urban sources (isolated factories, power plants, waste disposals, e.t.c)
are quickly dispersed by small-scale motions near the Earth. Pollutants emitted
from major industrial areas or forest fires retain high concentrations for greater
distances and are dispersed on small and meso-scales. In cases of powerful
sources (e.g., nuclear plant explosions or the burning of oil wells), high
concentrations of air pollution can remain in the atmosphere for a very long time.

The planetary scale circulations transport material injected into higher levels of
the atmosphere. Such injections can occur during volcanic eruptions, when tons of
dust and ash are spewed into the atmosphere. Some of this material reaches to the
levels of the stratosphere and can be slowly redistributed around the Earth by
planetary-scale circulations. Pollutants which do not reach above the troposphere
are dispersed much faster by large, meso- and small-scales motions. A more
detailed discussion of atmospheric motions of various scales is introduced in the
following sections.

1.6  Planetary-Scale Circulations

The planetary-scale circulation of the atmosphere is schematically illustrated in
Figure 4. An understanding of planetary-scale circulations is necessary to an
appropriate description of tropospheric and stratospheric transport and
transformations of carbon dioxide, methane, ozone, water vapor, nitrous oxide,
chloro-fluoro-carbons, and aerosols. For this reason the analysis of planetary-
scale circulations is often performed in conjunction with atmospheric chemistry.
This approach was used, for example, to explain the ozone-hole effect.

As depicted in Figure 4, at the equator (latitude 0°) air is thermally forced upward
and begins its high-level flow to the north and to the south. At the same time, the
air over the north pole begins its low-level journey southward. This simple
convective transfer between the equator and the poles is disrupted by the Earth’s
rotation, and three separate circulation cells are established. The subtropical cell is
called the Hadley cell, the middle one is called the Ferrel cell, and the third one is
called the Polar cell.
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Figure 4. The general circulation of the atmosphere. Idealized zonal belts
of high and low pressure systems are marked by letters H and L.

In the northern hemisphere, the Coriolis force turns the air to the right. As a result,
below the 30° latitude, lower winds become easterly and upper winds westerly. At
the same time, the air over the north pole is deflected to the right, and becomes
casterly above 60 ° latitude. A similar picture occurs in the southern hemisphere.

A semi-permanent high pressure belt (marked by a letter H) is formed near the 30°
latitude, in both the northern and southern hemispheres. Air ascends around 60°
latitude in subpolar low pressure zones (marked by a letter L), which are created
in both hemispheres. Subpolar lows are accompanied by a distinct boundary,
which separates cold air moving south, and mild air traveling poleward. This
boundary between the Polar and Ferrel cells is called the "polar front". In the
tropopause, above the Polar front, there is a meandering globe-circling current of
westerly winds. The current, called a "jet-stream", moves air with a typical speed
of about 150 km/h. It is hundreds of kilometers wide and only a few kilometers
deep (see its photo at web site?).

* http://www.lpi.usra.edu/images/sclo/sclo_S02.gif
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A zone near the equator is called the "intertropical convergence zone" (ITCZ, see
web site’). This region of very monotonous weather and weak winds is referred
to as the "doldrums". Steady east winds in the zone 0° to 30° are called the “trade
winds”. Trade winds provided sailing ships with a route from Europe to America.
From the 16th to the 19th centuries, the northeast trades were used to transport
goods to Africa, where they were exchanged for slaves. From Africa, sailing boats
filled with human cargo voyaged to America, employing southeast trades. From
America, with the help of prevailing westerlies, they returned to Europe loaded
with sugar, rum and cotton.

Latitudes of about 30° are called the "horse latitudes". In this specific region,
sailing was frequently very slow and when food dwindled, horses were eaten by
the sailors.

1.7 Large-Scale Circulations

Large-scale circulations are characterized by horizontal length scales varying
from few hundreds to few thousands kilometers. Such circulations affect mostly
horizontal dispersion of pollutants in the troposphere on time scales of days to
several weeks. Large-scale circulations in the atmosphere are dependent on
distribution of pressure patterns. Five distinct pressure systems can be defined
surface weather charts (see Figure 5):
1. Lows (marked by a letter L), also called cyclones, pressure systems
surrounded on all sides by higher pressure;
2. Highs (marked by a letter H), also called anticyclones, pressure systems
surrounded on all sides by lower pressure;
3. Troughs, elongated areas of low pressure with the lowest pressure along a
line marking the maximum curvature of isobars;
4. Ridges, elongated areas of high pressure with the highest pressure along a
line marking the maximum curvature; and
5. Cols, neutral areas between two lows and two highs.

Large-scale circulations transport various air masses. Atmospheric air masses are
bodies of air with nearly uniform temperature and moisture. Air masses can be
classified depending upon their source regions as polar (P), arctic (A), or tropical
(T). Each of those masses can also be specified as continental (¢), or marine (m).
Moreover, a small letter (w) or (k) was used to indicate that an air mass was
warmer or cooler than the underlying surface. Therefore, "mTw" would indicate
hot and humid tropical air initiated over the ocean and warmer than the
underlying surface.

> http://www.cyf-kr.edu.pl/ IMGW/sat/index_pl.html
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Figure S. A typical surface weather chart.

A transition zone between two different air masses is called a front (see the photo
on the web site®). Fronts form at outer boundaries of high-pressure systems and
extend all the way to the center of the low-pressure system (Figure 6). Across the
frontal zone, temperature, humidity and wind often change rapidly over short
distances. Fronts can be classified into four groups: cold, warm, occluded and
stationary. The cold front is the leading edge of an advancing cold air mass.
Analogously, the leading edge of an advancing warm air mass is called the warm
front. When the cold front catches up with the warm front, the two occlude (close
together). The result is an occluded front. When neither the cold nor warm air
masses are advancing, the front is called stationary.

At the cold front, colder and denser air wedges under the warmer air and forces it
upward. The frontal edge has an average slope of 1:50 (1 unit of height: 50 units
of length), which is due to friction which slows the flow near the ground. As the
moist, unstable air rises, its water vapor condenses into a series of cumulus
clouds, cumulonimbus (Cb), and altocumulus (Ac). Strong, upper level winds
blow the cirrostratus (Cs) and cirrus (Ci) clouds, far in advance of the
approaching front, as shown in the Figure 7.

® http://www.photolib.noaa.gov/historic/nws/wea00025.htm
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Figure 6. Atmospheric fronts on a surface weather chart.
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Figure 7. Frontal cloud systems.

The frontal surface of the warm front is less steep (about 1:100). Behind a warm
front the stratus clouds (St) and fog are observed near the Earth’s surface. Stratus
clouds can produce drizzle. As air moves upward along the warm front,
nimbostratus clouds (Ns) form, producing a broad area of rain or snow. Farther
along the front, clouds gradually transform into altostratus (As), and then into a
thin, white veil of cirrostratus (Cs). On top of the frontal surface, there are usually
cirrus (Ci) clouds.

There is a simple empirical rule, known as the Buys-Ballot law, which relates the
direction of the wind near the Earth's surface to the pressure field. The rule is
strictly valid above the near-surface layer of frictional influence. According to the
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Buys-Ballot law, if you stand in the Northern Hemisphere, with the wind blowing
at your back, the low pressure center will be located to the left. In the southern
hemisphere, with the wind blowing at your back, the low pressure will be located
to the right. The explanation of the rule is shown in Figure 8.

When the air mass is pushed by the horizontal pressure gradient force, it initially
moves towards the low pressure area (vector V in the figure). The moving parcel
is simultaneously under the influence of the Coriolis force (outlined arrows
indicated as C; and C;), which changes its direction (vectors V, and V3). The air
changes its direction until an equilibrium between the pressure and the Coriolis
forces is reached. The wind resulting from this equilibrium blows along isobars
(lines in the figure marked 1000 mb, 1004 mb), and is called geostrophic. The
term was coined from the Greek words: ge, "the Earth", and strophein, "to turn".

Height A
Low pressure
Fressure
force
1000 mb
Ve Eenstrnphig
1004 mb f:{ wind
L Coriaolis
y force
| n o, I:E
Cy
High pressure
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>

front

Figure 8. The geostrophic wind on the surface weather chart.

The isobars in Figure 8 are straight lines. In cases with strongly curved isobars,
there is a balance of the pressure gradient, Coriolis, and the centrifugal forces
(centri: center, fugio: to flee). In the Northern Hemisphere this balance is
associated with a clockwise circulation in anticyclonic (high) pressure systems,
and counterclockwise circulation in cyclonic (low pressure) ones (Figure 9a).

Near the Earth's surface, in the presence of friction, the pressure force is no longer
balanced by the Coriolis and centrifugal forces, and the wind is directed from high
pressure to low pressure, crossing isobars at an angle of about 30° (Figure 9b).
The resulting inward motion toward a low pressure center is called horizontal
convergence. In just the opposite, outflow in a high pressure center is called
horizontal divergence. Horizontal convergence near the ground in the low-
pressure system causes the accumulation of air in the center. To remove inward-
flowing air, a very slow (a few cm/s) but persistent vertical upward motion is
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generated. On the other hand, there is a descending flow of air to compensate for
the high-pressure divergence near the ground.

e tinc
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-

Figure 9a. Flow in the pressure systems without friction (upper row) near
the Earth's surface. PG-the pressure gradient force, Co-the Coriolis force,
Ce-the centripetal force

& D

Figure 9b. Flow in the pressure systems with friction near the Earth's
surface. PG-the pressure gradient force, Co-the Coriolis force, Ce-the
centripetal force.

Because most fluid phenomena on the Earth involve rotation, the concept of
vorticity is useful to explain complex atmospheric motions. Vorticity occurs as a
result of different portions of fluid being moved by different amounts. To define
vorticity, a cross-like element "+" between two mutually perpendicular
infinitesimal fluid lines can be considered. The sum of their angular velocities
(around an axis which is perpendicular to the plane of the cross "+") is called
vorticity (around this axis). In laboratory conditions, vorticity (around an axis)
can be measured by a simple vorticity-meter, which consists of four vanes rigidly
attached at right angles to a vertical axis.

Vorticity is a vector quantity, since it depends on the orientation of the axis of
rotation. In meteorology, rotation about a vertical axis is often considered.
Vorticity is defined to be positive (cyclonic) when the fluid spins counter-
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clockwise, and negative (anticyclonic) when the fluid spins clockwise (when
viewed from above). Because the Earth spins, it also has vorticity. In the northern
hemisphere, the Earth's vorticity is always positive, because the Earth spins
counter-clockwise about its vertical axis.

The amount of the Earth's vorticity depends on latitude. If the vorticity-meter is
placed on the north pole, it will spin about its vertical axis, with the speed of one
revolution per day. Thus, according to our definition, the Earth's vorticity equals
the doubled angular velocity of the Earth. When the vorticity-meter is placed on
the equator, it will not spin about its vertical axis. Its vorticity is nil. The absolute
vorticity is defined as a sum of the Earth's vorticity and the vorticity of the air
relative to the Earth.

The concept of vorticity is useful for explaining many phenomena in the
atmosphere. For instance, it can be used to explain the development of Rossby
waves in westerlies flow (Figure 10), in the middle and upper troposphere.
Rossby waves are wavelike patterns, usually three to five in number, which
extend completely around the Earth. The wave flow of the westerlies provides an
important mechanism for heat and contaminant transfer across mid-latitudes.

Cold

Fressure

Corinlis
force

Haot

Figure 10. Rossby waves: wave-like patterns in westerlies flow.

Westerlies depicted in Figure 10 exist as a result of a balance between the
horizontal pressure gradient and Coriolis forces. To explain Rossby waves
consider a parcel of air in the middle troposphere (about 5 km above the Earth) at
position "1". It has been proven that such a parcel conserves its absolute vorticity.
Imagine that the parcel is heading toward the pole, to the region of increasing
Earth's vorticity. To keep the absolute vorticity constant, there must be a
corresponding decrease in the relative vorticity of the parcel. Consequently, at
position "2", the parcel turns clockwise toward the southeast. Now the air is
moving into a region where the Earth's vorticity is smaller. As a result, the
parcel's relative vorticity must increase. At position "3", the air turns
counterclockwise, and at position "4" begins to head toward the Pole again.
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1.8 Meso-Scale Circulations

Meso-scale circulations can be characterized by horizontal length scales on the
order of a few tens to several hundred kilometers. Meso-scale flows can be
mechanically or thermally forced and generated near the Earth’s surface due to
the effects of the Earth’s topography, or in the free-atmosphere. For example, up-
slope or down-slope winds are circulations which are mechanically forced by
topography. Examples of circulations, which are thermally forced in the free
atmosphere, include hurricanes, (see photo at web site’), severe convective storms.
(see web site *), and frontal circulations. Gravity waves are circulations which are
dynamically or thermally forced by topography (see the web site”).

lard

wiater

Figure 11. A schematic structure of the sea breeze.

Meso-scale convection is often induced by the temperature contrasts at the Earth’s
surface. Resulting circulations include sea/land breezes, lake breezes, urban heat
islands, mountain and valley winds, and monsoons. They are best developed
when large-scale winds are weak. One example is the sea/land breeze generated
by the diurnal differences of temperature between the sea and the land. During
the daytime, the coast heats more rapidly than the sea, which causes convection

7 http://www.lpi.usra.edu/images/sclo/sclo_S30.gif

¥ http://www.Ipi.usra.edu/images/sclo/sclo_S05.gif
? http://www.lpi.usra.edu/images/sclo/sclo_S20.gif
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over hot land. Conversely, at night, land cools more quickly than the sea, which
causes subsidence of air (Figure 11). As a result, the compensating flow during
the day (sea breeze) is directed toward the land, and in the opposite direction at
night (land breeze).

Traces of meso-scale flows, such as hexagonal cells and horizontal rolls, can often
be seen from high flying aircraft or from a satellite perspective, if clouds are
present. The photo in Figure 12 depicts characteristic cloud bands which indicate
the presence of rolls in the atmosphere. The presence of horizontal roll vortices is
marked by cloud streets which form in the regions of upward-moving air.

T

Figure 12. Cold air flowing off an ice pack over the Bering Sea. February
22 1983. (NOAA Satellite photo)

Studies of Brown (1980) that show the angle between the roll direction and the
free stream vary from about 30° in the stable case to about 5° for the convective
case. Kuettner (1959, 1971) found the following typical properties of rolls: length:
20 - 500 km, spacing: 2 - 8 km, height: 0.8 - 2 km, width/height ratio: 2 - 4 : 1.
The structure of such rolls is very difficult to determine from tower measurements
since their axes are parallel to the wind, their crosswind propagation velocity is
small, and also because the spacing between rolls is several kilometers.
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1.9 Small-Scale Circulations, Turbulence

Small-scale motions are characterized by a horizontal length scales from
millimeters to a few kilometers. Consequently, they are considered local with
respect to air pollutant sources. Small-scale motions can can be generated by
temperature contrasts at the Earth’s surface, wind shear, effects of the Earth’s
topography. They can also occur above the Earth’s surface in statically stable
flows or on a density discontinuity interfaces, when the destabilizing influence of
the wind shear overcomes the stabilizing effect of the buoyancy force.

The last effect is called Kelvin-Helmholtz instability. If the static stability of the
flow is not sufficient to dampen perturbations excited by the wind shear, they may
amplify. Eventually the waves may break and dissipate into smaller scale complex
and chaotic motion called turbulence. Turbulence is an essential part of the
mechanism which disperses air pollutants and is crucial for the efficiency of many
natural processes, such as the evaporation of water, dissipation of fog, and
dispersion of plant seeds.

Figure 13. Kelvin-Helmholtz instability, revealed by the cloud patterns in
the atmosphere (NCAR.NSF Photo Archive)

Kelvin-Helmholtz instabilities have been observed by radar [Gossard and Richter
(1970), Gossard, et al. (1971), Gossard, et al. (1973), and Richter, et al. (1973)].
The internal waves, originated through Kelvin-Helmholtz instability, are typically
several hundred meters in length. Their velocity of propagation was found to be
about the same as the mean velocity of the layer in which they are embedded
(Hooke, et al. 1973). With the passage of internal gravity waves, very thin shear
layers of small-scale turbulence are observed moving up and down. Sometimes
this type of instability is revealed by the cloud patterns on top of the boundary
layer (Figure 13).
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To further analyze small-scale motions let us assume that a horizontally
homogeneous flow is affected by a small-scale disturbance characterized by
length scale A, velocity scale v,, and temperature scale &,. The rate at which the
kinetic energy of the motion is produced by the disturbance in the unit of time is:

RM ~V43/l (11)
The kinetic energy of the disturbance is later employed as work against viscosity
force:

R2/1~V Vﬁz//lz (12)
and also against the buoyancy force:

Ry~ p 6, v, (13)
where f = g/T is the buoyancy parameter. The disturbance persists only, if R;, >
R,, + R;,. When the role of the buoyancy force is small then R,, >> R;, and R;;, >
R, , which 1is equivalent to:

Z«V,z/v = Rei >1 (14)

where Re; is the Reynolds number for the disturbance.
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Figure 14. Regions of turbulent flows.

influence of viscosity
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In contrast, if the role of the buoyancy force is large and R3, >> R2, then R3, <
R1,, which is equivalent to:

BOA/w’ = P, <1 (15)

where Ri, is the Richardson number for the disturbance.
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In conclusion, turbulence is maintained if the Reynolds number Re is larger or,
more precisely, if it is greater than its critical value Re. and, similarly, if the
Richardson number R; is smaller than its critical value Ri.,.. This is illustrated in
Figure 14.

To describe turbulence, it is convenient to adopt the approach of O.Reynolds
(1842-1912) who in 1895 proposed decomposing any flow variable into a mean
quantity (marked by overbars) and a fluctuation about the average (letters with
primes). For example, for wind components and the potential temperature we
have:

u=u+u (16)

©=0+0'

The averaging procedure can be defined in different ways, as time average, space
average or ensemble average. In a conventional theoretical procedure the mean
quantities are ensemble averages. It is assumed that atmospheric flows are
members of an ensemble whose individual realizations obey the Navier-Stokes
equations. Ensemble averages have the following properties:

ut;)+..u;(t; N
)= g, S s) )
where wu;(t; j) is the j-member of an ensemble of i-components of the wind
velocity (i =1, 2, 3) and the overbar denotes the ensemble averaging operator.
From (17) it follows that an ensemble average of a primed quantity is zero, and
doubled averaging produces the same average. The average of the nonlinear term
u;u; has the form:

wu, =uu;+ wu; (18)

Thus, ensemble averaging of the product u;u; introduces additional terms uju

called the Reynolds stress terms. Since i, j =1, 2, 3, there are 9 Reynolds terms.
Because of symmetry, 3 terms are equal and only 6 terms are different.

Similarly, the average of the nonlinear temperature term has the form:
u;®@=u;0+u;0' (19)

The ensemble averaging of the products «;®@ introduces 3 additional terms.

In order to explain the meaning of the additional terms which appear in (18)-(19),

consider two horizontal layers of air flow with slightly different horizontal
velocities and temperatures. The random vertical intrusions of some slower
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parcels of air into the faster stream tend to slow down the faster stream. The
intrusion of faster parcels into the slower stream tend to speed up the slower
stream. Similarly intrusions of cooler parcels of air will cool while intrusions of
warmer parcels will warm the stream. Therefore, the wandering of individual
parcels introduces the vertical momentum (stress) and the heat flux in the
turbulent flow. The resulting horizontal turbulent stress vector is usually denoted

as 7= (— pou'w',—pu 'w') where p is the air density. The vertical heat flux can be
expressed as H =c, pw'®", where conventional meteorological notation was

applied: u; = u, u» = v, u3 = w, and ¢, is the specific heat of dry air.

2 Boundary-Layer Meteorology
2.1 General Description

The planetary boundary layer (PBL) is the lowest portion of the atmosphere,
about 1 - 2 km deep, which intensively exchanges heat as well as mass (water,
gases) with the Earth's surface. Although the PBL contains only about 2% of the
total kinetic energy of the atmosphere, it contributes as much as 25% to its total
generation and 35% to its total dissipation. The atmospheric boundary layer is of
great practical and scientific importance. Essentially, all human and biological
activities take place in this layer. Practically all air pollutants from natural and
anthropogenic sources are emitted within the PBL.

Flow in the boundary layer is controlled by the diurnal cycle of the surface energy
budget. The energy balance at the surface is expressed as R, + G + H + E = 0,
where R;, is the flux of net radiation (global solar radiation received by the surface
plus atmospheric radiation minus terrestrial radiation), G is the vertical heat flux
into the soil, H and E are the sensible (conduction) and latent (resulting from
water phase changes) heat fluxes to the atmosphere. The diurnal changes of the
energy balance are shown in Figure 15.

In Figure 15, a quantity has a positive value, when energy is transferred away
from the interface, and a negative value in the case of transfer towards the
interface. Net radiation flux R, is negative (down) during the day, reaching
minimum values at local solar noon. At night, R, is positive, illustrating the loss
of energy by terrestrial radiation. R, is zero just before sunset, and just after
sunrise. At night, the term E can become negative, if dew forms.

During the day, energy gained at the surface is transferred to the atmosphere, to
the soil, and also is used in the evaporation processes. This transfer of heat, from
the ground surface to the air directly above it,can generate vertical motions, called
convection. Convection redistributes heat throughout the atmospheric boundary
layer. The influence of the surface sensible heat flux decreases with height. As a
result, the diurnal temperature amplitude also decreases with height.
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Figure 15. Diurnal distribution of heat fluxes at the Earth's surface, during
the 1953 O'Neil experiment. R is the flux of net radiation on the surface, G
is the heat flux to the ground, H is the sensible heat flux and E is the latent
heat flux from the surface to the atmosphere (after Sorbjan, 1989).

It is generally assumed that over a flat and homogeneous surface, the planetary
boundary layer is horizontally homogeneous, but organized vertically into several
layers (Figure 16). Within a few millimeters of the surface, there is a viscous
sublayer, where the flow is mostly laminar. Above this layer, there is a surface
layer, 1-100 m deep, where the turbulent fluxes of momentum, heat, and moisture
are approximately constant with height (i.e., they change in magnitude no more
than 10% from their surface values).

The wind direction in the surface layer is approximately constant with height. In
the first few meters of the surface layer the wind velocity, humidity, and
temperature are nearly logarithmic in neutral, and also in stable and convective
conditions. Above the logarithmic sublayer the profiles of various meteorological
parameters differ depending on thermal stratification. The portion of the boundary
layer beyond the surface layer is called the outer layer.

In day-time conditions the potential temperature, humidity and wind velocity in
the outer layer are approximately constant with height, and the layer is often
called the "mixed layer". At night, the temperature inversion is usually formed
near the surface. In the upper portion of the outer layer, called the residual layer,
the potential temperature remains constant with height. At the level of few
hundred meters above the surface, the wind velocity reaches a maximum, and
exceeds the value of the geostrophic wind. This maximum is often called the
"low-level nocturnal jet".
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Figure 16. A schematic structure of the planetary boundary layer.

The diurnal changes of temperature are accompanied by changes of wind velocity
and wind direction. Above the surface layer the winds are observed to reach
maximum speeds at night and minimum speeds during the day. But near the
surface, the opposite behavior of wind velocity is observed. The surface wind
speed increases after sunrise, peaks in the early afternoon and decreases near
sunset. Above the surface layer, the diurnal wave is nearly 12 hours out of phase.

Friction causes the wind velocity in the boundary layer to cease to zero at the
surface. The wind direction varies with height because of the influence of the
Coriolis force. The latter fact was first discovered in the ocean by F.Nansen
(1861-1930), and later explained by V.V.Ekman (1874-1954) in 1905. By
examining data from the 1893-1896 Norwegian North Polar Expedition, Nansen
noted that sea ice did not drift in the direction of the wind, but at an angle of about
40° to the right of the wind direction (Figure 17). Based on this observation
Ekman concluded that each layer of the sea was set in motion by the layer just
above it, and successively more deflected by the balance of the Coriolis and
friction forces. In honor of his work, the spiraling of the currents in the ocean is
named the Ekman spiral.

It was realized later that the Ekman spiral can be observed not only in the ocean
but also in the atmospheric boundary layer, where winds in average spiral with
height from about 5° (during the daytime) to about 50° at night, clockwise in the
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northern hemisphere, but counter-clockwise on the southern hemisphere. The
spiraling effect in the atmosphere is caused by the balance of the Coriolis,
pressure gradient, and friction forces, and strongly