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CRITICAL REVIEW

ABSTRACT
The 1999 Regional Haze Rule provides a context for this
review of visibility, the science that describes it, and the
use of that science in regulatory guidance. The scientific
basis for the 1999 regulation is adequate. The deciview
metric that tracks progress is an imperfect but objective
measure of what people see near the prevailing visual
range. The definition of natural visibility conditions is
adequate for current planning, but it will need to be re-
fined as visibility improves. Emissions from other coun-
tries will set achievable levels above those produced by
natural sources. Some natural events, notably dust storms
and wildfires, are episodic and cannot be represented by
annual average background values or emission estimates.
Sulfur dioxide (SO2) emission reductions correspond with
lower sulfate (SO4

2–) concentrations and visibility im-
provements in the regions where these have occurred.
Non-road emissions have been growing more rapidly
than emissions from other sources, which have remained
stable or decreased since 1970. Simpler models repre-
senting transport, limiting precursor pollutants, and
gas-to-particle equilibrium should be used to under-
stand where and when emission reductions will be ef-
fective, rather than large complex models that have
insufficient input and validation measurements. Ex-
amples of model-based source attribution show large
differences among estimates from various modeling sys-
tems and with ambient measurements.

INTRODUCTION
Majestic views of distant mountains, lush forests, and even
man-made agricultural fields and cities are prime motiva-
tors for visits to U.S. national parks. For outdoor enthusi-
asts who enjoy hiking or skiing in wilderness areas, clear
air complements the awe-inspiring vistas. Urban dwellers
also value good visibility, as evidenced by the high pre-
miums attached to view lots and a conditioned associa-
tion between urban haze and pollution. Citizens and
politicians are often quoted in the press as “seeing” an
excessive brown pall of carbon monoxide (CO) and ozone
(O3) in their cities, even though these are colorless gases
that are visually indistinguishable from clear air. Public
association of visible haze with invisible pollutants reflects

reality, however. The same emitters that cause urban and
non-urban haze also generate adverse health effects,
damage forests and crops, soil buildings and vehicles,
contaminate lakes and streams, and change the earth’s
radiation balance. Visible haze is related to nearly every
other air pollution issue.

The U.S. Environmental Protection Agency (EPA)1 has
identified visibility impairment as the best understood of
all environmental effects of air pollution. A long-estab-
lished physical and chemical theory relates the interac-
tion of light with particles and gases in the atmosphere
to removal of light from a sight path. This contrasts with
the effects of particles on health, for which statistical epi-
demiological relationships have been found but no clear
definition of the mechanisms has been established.2,3 On
the other hand, there is still much that is unknown, or
has been learned only recently, about how emissions from
specific sources produce light extinction and how that is
interpreted as good or poor visibility.

Natural interactions of light with the atmosphere ac-
count for clear blue skies, rainbows, green flashes, blue
moons, and bright red sunsets that are highly valued or
interesting visual phenomena.4-13 Human observations,
photographs, and measurements show, however, that vis-
ibility is impaired more intensely and more frequently
than desirable in many urban and non-urban areas. Fog
and clouds are not considered part of scenic visibility im-
pairment, although they are important considerations for
highway, marine, and aviation safety. Some visibility im-
pairment is natural, resulting from the earth’s atmosphere;
wind-blown dust; volcanic eruptions; wildfires; plant parts;
biogenic hydrocarbons; sea salt; and nitrogen- and sul-
fur-containing gases released by lightning, land, and
water. Much of the haze, however, results from anthro-
pogenic emissions of particles and invisible gases trans-
formed to particles after emission. These particle
concentrations can be reduced given a sufficient invest-
ment of time and technology.

The United States has embarked on a 65-year pro-
gram to return 156 national parks and wilderness areas
(Figure 1) to their natural visibility conditions. This will
be accomplished via a regional haze rule15 that implements
Section 169B of the Clean Air Act (CAA). The regional
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haze rule (hence forth termed “the Rule”) is possibly the
most ambitious, and most stringent, air quality goal ever
promulgated. It intends that U.S. anthropogenic emis-
sions be reduced to the extent that visibility is not no-
ticeably poorer than it would be under “natural
conditions.” No net emission increases will be tolerated
that would degrade the best visibility attained on days
with favorable meteorological and natural emission con-
ditions. Baseline visibility levels will be established from
measurements to represent every mandatory Class I area
in Figure 1 during the five-year period from 2000 to 2004.
A linear “glide path” will set goals for visually percep-
tible improvements to be evaluated every five years and
achieved at 10-year intervals. Emission reduction strate-
gies will be adjusted in response to visibility trends so
that continual progress toward natural conditions will
be observed throughout a 60-year period.

The Rule charges states and Native American tribes
with challenging scientific responsibilities that hereto-
fore have been difficult to achieve by full-time research-
ers. Nevertheless, the Rule reinforces the decade-old
conclusion of the National Research Council16 that
“…current scientific knowledge is adequate and control
technologies are available for taking regulatory action
to improve and protect visibility.” The National Research
Council16 also concluded that “…achieving the national
visibility goal will require a substantial, long-term pro-
gram.” The Rule’s 65-year duration makes a long-term
commitment that will affect future generations as well
as people living today.

SCOPE OF REVIEW
This review examines the science that supports the Rule
as well as the science that can be used, or needs to be

Figure 1. Locations of 156 mandatory Class I areas to which the Regional Haze Rule applies. These were specified by the 1977 CAA amendments as
national parks with <6000 acres, wilderness areas with <5000 acres, national memorial parks with <5000 acres, and international parks. These were in
existence in 1977 and do not include national monuments, national park expansions, or national parks and wilderness areas created after 1977. Two
PSD Class I areas (the Blackwell Bay Wilderness in northwestern Florida and the Rainbow Lake Wilderness in northern Wisconsin) were excluded from
the original 158 designated by the 1977 CAA amendments. The criteria for exclusion was that “…views were primarily, or mostly, of foreground features
less than one mile distant”.14 Federal land managers for Wind Cave, Mammoth Cave, and Carlsbad Caverns considered visibility to be an important air
quality-related value even though most of their vistas are underground.
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developed, to implement it. It also examines how science
and regulation interact in both beneficial and detrimen-
tal ways. Science is a process rather than a fixed body of
knowledge, and this process is well illustrated by the evo-
lution of theories of light (e.g., its interaction with the
atmosphere, its perception by the human eye and brain)
and the use of air quality science to reduce pollution con-
centrations. Lack of precise scientific knowledge is often
used as an excuse to delay regulation, even when a large
body of evidence shows a correspondence between cause
and effect. On the other hand, some regulations may be
set or enforced based on limited scientific information
that has not been sufficiently evaluated or generalized to
a wider set of situations. Resources are expended that may
have had a greater effect if directed elsewhere. Worse yet,
strategies that reduce one pollutant concentration may
actually increase concentrations of other pollutants.17

Considerable uncertainties exist in estimating potential
or actual contributions of an emitter to haze, yet numeri-
cal limits are set (at times with two or more significant
digits) that cannot be exceeded. Source and receptor air
quality models then are used to demonstrate that a con-
tribution is under or over the limit (depending on whether
one is a proponent or opponent of the emission activity),
also with results to many significant digits and with no
accuracy and precision bounds.

Regulatory deadlines are often incompatible with sci-
entific progress. This reviewer recalls from the Portland
Aerosol Characterization Study18 (the first regulatory ap-
plication of receptor-oriented source apportionment mod-
els) that “...all the decisions will be made by the time
you’ve finished the research.” Scientists involved in
the National Acid Precipitation Assessment Program
(NAPAP)19-21 were similarly admonished as the time ap-
proached for legislation to reduce acid precursors. Of
course, there are still air quality problems and decisions
to make about how to solve them. Regulators complain
that there is insufficient time or money to obtain the
needed information and then fall back on the science that
they did not deem useful for the previous round of regu-
lation. Sixty-five years is a sufficiently long time to take
several scientific passes and still exert positive influence
on future decisions.

This is a review of reviews rather than of primary
sources. Representative reviews on a topic are recognized,
quoted, summarized, cited, and recommended to those
desiring greater detail. More specific references are con-
sulted and cited to verify interpretations, provide ex-
amples, and identify relevant bodies of knowledge that
have yet to be evaluated. This review does not repeat,
but refers to, recent assessments by NARSTO,22 Malm et al.,23,24

and Seigneur,25 as well as earlier reviews.1,16,26,27 It also
makes extensive use of and reference to the Interagency

Monitoring of Protected Visual Environment (IMPROVE)
protocol measurements that are available online from the
Western Regional Air Partnership (WRAP)28 and IMPROVE.29

The Rule and guidance being created for its imple-
mentation15,30-33 are used to focus the discussion. The re-
view begins with a description of the legislative context
and history of the Rule, an explanation of its requirements,
and its relationship to other pollution regulations. Guid-
ance documents related to implementation are summa-
rized. The causes of haze and how it is perceived are
presented. The nature of haze in different parts of the
United States is described, as are the emissions believed
to cause it. The science of measurement systems used to
determine this nature, both now and in the future, is cri-
tiqued. Evidence for visibility improvements based on
previous emission reductions is sought. Relationships be-
tween primary emissions, meteorology, atmospheric con-
stituents, and light extinction are briefly discussed, as is
the ability to represent them using mathematical mod-
els. Based on this information, conclusions are drawn
about the scientific validity of the Rule and its implemen-
tation guidance, leading to some recommendations for
improvement. Finally, several predictions for the future
are made.

As with all Air & Waste Management Association
(A&WMA) Critical Reviews, this one is meant to be pro-
vocative and has a distinct bias in favor of the scientific
method, while recognizing that many implementation
decisions will be politically—rather than scientifically—
motivated. Readers are urged to supplement this review
with the discussion34 that will provide additional infor-
mation and differing points of view on the topic.

VISIBILITY LAWS, RULES, AND GUIDANCE
U.S. air quality regulations, including those that affect
haze, result from laws passed by elected representatives;
rules promulgated by federal, state, and local pollution
control agencies to enforce those laws; guidance created
by scientists and engineers to show how compliance can
be achieved; and interpretation by enforcement officers
and the courts of whether the rules have been obeyed,
disobeyed, or should be changed.

Visibility has long played a role in air quality regula-
tion and measurement. The first recorded law (a royal
decree) to control air pollution was issued in 14th-century
London and prohibited the use of coal based on a high
correlation between black chimney plumes and reduced
visibility, soot deposits, and respiratory distress.35-37 Pitts-
burgh, Chicago, St. Louis, and other U.S. industrial cities
enacted smoke control ordinances during the latter half
of the 19th century. Sources were identified, and laws were
enforced by visual inspection of smokestacks. In the late
19th century, Maximilien Ringelmann (1861–1931) of the
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French National Institute of Agricultural Engineering in-
vented the Ringelmann Smoke Chart to evaluate stack
emissions by comparing their shading and contrast against
the blue sky with examples on a printed scale. This method
was introduced to the United States by William Kent in
189738 and allowed quantitative emission standards to be
set based on the opacity of the plume. Opacity still ap-
plies to industrial stacks and diesel emissions, and an ad-
aptation of the Ringelmann scale continues to be used by
trained “smoke readers” when in-stack opacity monitor-
ing39 is not required or practical.40-45 The British Smoke
Shade measurement46 quantified the darkening of filter
material by reflected light as air was drawn through it
and was first deployed in London air quality networks in
the 1920s. The coefficient-of-haze method (COH)47,48

measured light transmission through a filter tape to quan-
tify pollution levels in the United States during the 1950s
and can still be found in some monitoring networks.

The U.S. Congress passed the first Air Pollution Con-
trol Act in 1955 (Public Law 84-159) identifying air qual-
ity as a national problem and initiating research for
understanding it.49 This 1955 law included no measures
for reducing emissions, quantifying human exposure, or
examining excessive haze. The Clean Air Act of 1963 (Pub-
lic Law 88-206) intended to “…improve, strengthen, and
accelerate programs for the prevention and abatement of
air pollution.” This law provided $95 million (USD) for
state and local governments to create air pollution con-
trol districts, measure ambient concentrations, and en-
force local ordinances. The 1963 law also recognized
interstate and international transport of pollutants and
noted that motor vehicle emissions were excessive. The
1967 amendments to the CAA established emission stan-
dards for stationary sources (large industries with ducted
emissions through vents and stacks) and created local air
quality control regions to enforce these standards and
measure their effects on ambient air quality.50

U.S. Law: The Clean Air Act of 1970
The CAA of 1970 is the landmark air quality legislation of
the 20th century. This law delegated substantial authority
to the newly formed EPA to formulate national ambient air
quality standards (NAAQS) that protect public health, set
emission standards for new stationary sources, reduce emis-
sions from mobile sources (on-road and non-road vehicles
including cars, trucks, construction equipment, locomotives,
boats, and airplanes), and require state implementation plans
(SIPs) that demonstrate how compliance will be achieved.
The 1970 CAA outlined responsibilities and deadlines and
permitted citizens to seek legal redress when ambient or
emission standards were exceeded. Visibility was named as
part of secondary welfare standards that were to protect
against non-health effects of air pollution.

The 1977 CAA amendments addressed visibility in
non-urban areas under Title I, Part C, Prevention of Sig-
nificant Deterioration of Air Quality (PSD). The 1970 CAA
had initiated emission reductions in areas with exces-
sive concentrations of sulfur dioxide (SO2), nitrogen di-
oxide (NO2), CO, O3, lead (Pb), and suspended particulate
matter (PM). The PSD program precluded the addition
of some large industrial emitters in nonattainment ar-
eas if the sources would affect areas already in attain-
ment. Increasing electricity demands, abundant supplies
of western coal, and concerns about imported oil resulted
in the construction of more coal-fired generating facili-
ties in non-urban areas, many of which were close to
national parks and monuments. The Fuel Use Act of 1973
responded to the oil embargo initiated at that time by
requiring coal to be used for new electrical generation;
this law was repealed in 1987.51

The PSD program intends to protect those areas that
remain relatively pollution-free from becoming more pol-
luted. One purpose is “…to preserve, protect, and enhance
the air quality in national parks, national wilderness ar-
eas, national monuments, national seashores, and other
areas of special national or regional natural recreational,
scenic, or historic value.” The “scenic” portion of the PSD
program is directly related to visibility, but PSD also in-
cludes provisions to protect a broad range of air quality-
related values (AQRVs) in pristine areas (e.g., plant life,
water purity).

Established under the PSD program, the units identi-
fied in Figure 1 were called Class I areas for which ambi-
ent concentrations contributed by new (since 1977)
stationary sources could not exceed preset increments.
Current increments are annual averages of 4 µg/m3 for
PM10 (mass of particles with aerodynamic diameters <10
µm), 2 µg/m3 for SO2, and 2.5 µg/m3 for NO2. In addition,
a three-year average, 99th percentile, 24-hr average PM10

increment cannot exceed 8 µg/m3. NAAQS nonattainment
areas are subject to whatever emission controls were speci-
fied in the SIP, while everywhere else was designated Class
II with annual increments of 17 µg/m3 for PM10, 20 µg/m3

for SO2, and 25 µg/m3 for NO2. Class II areas also are sub-
ject to 3-hr and 24-hr maxima for SO2 and additional in-
crements for O3 and CO. The CAA refers to an increment
of total suspended particulate (TSP; particles with aerody-
namic diameter <~40 µm) that was later adjusted to PM10

in response to a change in the PM NAAQS.52 As will be
demonstrated in the following sections, the PM10 incre-
ment could result in substantial visibility degradation were
it to be uniformly distributed along a sight path.

The specific reference to visibility in the 1977 CAA
amendments is Section 169A, which declares as a national
goal “…the prevention of any future, and the remedying
of any existing impairment of visibility in mandatory Class
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I federal areas which impairment results from anthropo-
genic air pollution.” This section gave authority to fed-
eral land managers (FLMs)—typically national park
superintendents, national forest managers, and fish and
wildlife supervisors—to determine the extent to which
visibility was an important AQRV, and then whether there
was actual impairment within their jurisdictions. Where
an FLM determined that visibility was impaired, the state
in which the Class I unit was located needed to evaluate
the extent to which this impairment was caused by a sta-
tionary source that began operation during the 15 years
prior to the 1977 CAA amendments.

The 1990 CAA amendments added a section entitled
“Visibility” (Section 169B). This section requires an ex-
pansion of visibility monitoring networks, assessment of
source contributions to visibility, adaptation of regional
air quality models for visibility source attribution, and
studies of atmospheric chemistry and physics related to
haze formation and transport. It also authorized visibility
transport regions and commissions to address interstate
transport of pollution affecting regional haze. The first of
these, the Grand Canyon Visibility Transport Commis-
sion (GCVTC),53,54 was brought into existence as an ex-
periment in planning for regional haze with a focus on
visibility impairment observed at 16 national parks in the
western United States.

Other parts of the CAA55 that intend to reduce pollut-
ant concentrations for public health and ecological rea-
sons also affect visibility. Title I, for example, describes how
NAAQS nonattainment areas are to be designated and what
is required of states for gaining attainment. Title I requires
new source performance standards (NSPS) for new station-
ary sources. It calls for designation of certain substances as
potentially toxic and for rules that reduce their emissions.
Title I also recognizes that pollutants cross state lines and
international borders and that regional and international
planning are needed. Title II pertains to motor vehicle
emissions and fuel standards. It establishes the authority
for certification tests on engines and fuels and requires that
mobile source emissions be limited and monitored.

Title IV, Acid Deposition Control, intends to reduce
the introduction of acidic sulfates and nitrates to lakes,
streams, and forests. The goal is to achieve 10 million tons/
year SO2 and 2 million tons/year oxides of nitrogen (NOx)
reductions from U.S. electrical generation stations with
respect to 1990 emission rates. In addition to more re-
strictive single-source emission standards, Title IV estab-
lished a nationwide cap on U.S. utility SO2 emissions of
8.95 million tons/year beginning in 2000. Each allowance
entitles the owner to emit 1 ton/year of SO2, and these
allowances can be bought and sold on the open market.56-59

Allowances cannot be used to evade other emission re-
quirements for attaining NAAQS, emission standards, or

PSD increments. The initial allocation scheme was com-
plex, and there are bonuses and exemptions for certain
situations.60 Allowances can be purchased by anyone, in-
cluding environmental groups that choose to retire them
from service, thereby effectively lowering the 8.95 mil-
lion tons/year cap.

The CAA establishes the following five general
approaches for improving ambient air quality and main-
taining it at acceptable levels:

(1) Emission standards. A maximum is placed on
the amount that can be emitted by a single
source. The standard is usually per unit of fuel
consumed, product produced, or distance trav-
eled in the case of gasoline-powered, on-road
vehicles. Standards are evaluated by continuous
emission monitors (CEMs),39 certification tests
of representative units, periodic sampling of
ducted exhaust, and measurements of related pa-
rameters. These tests are meant to be uniform
for all sources and do not necessarily represent
real-world operating conditions. Inspections, fines,
corrective orders, and cease-operation orders are
used for enforcement.

(2) Air quality standards. Maximum pollutant con-
centrations in the atmosphere are established and
monitored by a standard methodology. The
monitoring method is selected for implementa-
tion practicality and reproducibility but does not
necessarily represent the actual atmospheric con-
centration. When these standards are exceeded,
a combination of emission reduction measures
is defined and instituted to reduce the ambient
concentrations below the maxima. NAAQS for
SO2, NO2, CO, O3, Pb, PM10, and PM2.5 (mass of
particles with aerodynamic diameters <2.5 µm)
currently exist to protect public health with a
reasonable margin of safety, and all but the PM10

and O3 NAAQS are attained in most urban areas.
New NAAQS for PM2.5 and revised NAAQS for O3

were promulgated in 1997.61 PM2.5 nonattain-
ment areas will be designated by 2005 after three
years of compliance monitoring have been com-
pleted and evaluated. Most PM2.5 monitors are
located in densely populated urban areas to esti-
mate human exposure, although some monitors
have been placed to estimate nearby source in-
fluences, transport between cities, and back-
ground levels.62 Beyond what is required by
federal emission standards or previously imple-
mented pollution controls, state and local air
quality agencies are required to implement addi-
tional emission reductions that will result in at-
tainment of the NAAQS in areas where they are
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exceeded. Future attainment typically is demon-
strated in a SIP by air quality modeling. Federal
highway construction funds and air quality pro-
gram grants may be withheld from states if EPA
deems emission reductions insufficient.

(3) Air quality maintenance. Air quality is not al-
lowed to degrade in areas where NAAQS have
been attained. This is embodied in the PSD law
that assigns maximum allowable increments that
cannot be exceeded by the combination of all
new sources. The policy also is addressed by air
quality maintenance plans that demonstrate how
NAAQS attainment will be preserved in light of
urban and industrial growth. Because the sources
that might cause degradation do not yet exist,
emission estimates and air quality models are
used to project contributions of new sources to-
ward the increments. Operating permits are not
issued if these models show that increments will
be exceeded, although credit might be taken for
reducing emissions from existing sources. By this
method, air quality maintenance plans and per-
mits are written to encourage the replacement of
older, more polluting sources with newer tech-
nology having lower emissions, but they are not
always successful.63

(4) Emission caps, allowances, trading, and fees. A
maximum emission cap is established for a
pollutant, set of sources, and geographical re-
gion.57,64-68 Emission allowances are distributed
by formula or auction, and each source must pos-
sess sufficient annual allowances to account for
its emissions. Allowances may be allocated to
different sources owned by the same facility or
sold to other facilities. The economic theory is
that this flexibility will achieve the largest emis-
sion reduction for the lowest overall cost. Emis-
sions are monitored and reported to determine
if the allowances are sufficient. Shutdowns or
fines are levied when allowances are exceeded.
Emission allowances not used during one year may
be banked for future years. Caps can be reduced if
they are deemed insufficient, thereby lowering the
emission amount allocated to each allowance.
National allowance trading is in effect for SO2.
Some local areas have used offsets in which a new
source must demonstrate how it will decrease emis-
sions from other sources in the airshed to obtain
its air quality permit. Inter-pollutant trading be-
tween NOx emissions and PM2.5 that is dominated
by an ammonium nitrate (NH4NO3) component
also is being explored.69 A variant of this is to in-
ternalize the cost of emissions with an increasing

fee schedule70 that encourages the polluter to seek
lower-emission alternatives.

(5) Reasonable progress. Beginning and end points
for a pollutant indicator are set, as is the time pe-
riod available for attaining the end point. The in-
dicator is then tracked over time to evaluate the
impacts resulting from implementation of other
air quality improvement methods, economic and
technological change (i.e., replacement of older
industrial facilities with newer, less polluting
units), and specific additional actions deemed
necessary to maintain progress. The reasonable
progress method has been applied to regional haze
in combination with the other four approaches.
Enforcement methods have not yet been defined.

Although major revisions to the CAA have been
made sporadically, amendments have been submitted
during every session of Congress. As of this review, the
107th Congress is considering more than 50 bills71 that
might affect air pollution and visibility if they are passed
and signed into law. The Clean Power Act of 2001 (S566)
would reduce the generating station SO2 emission cap
by an additional 75% before 2007. This law would also
place a cap on generating station NOx emissions at 75%
of 1997 levels, impose a 90% reduction in mercury emis-
sions, and reduce generating station CO2 emissions to
1990 levels. This “multi-pollutant” legislation is currently
of concern to the utility industry, although President
Bush has expressed favor with all but the CO2 limitation
to be implemented over a longer time period.72,73 The
Clean Power Plant and Modernization Act of 2001
(S1131) would require generating station emissions rates
no larger than 0.3 lb/BTU of fuel burned for SO2 and
0.15 lb/BTU of fuel burned for NOx, along with 50% ther-
mal combustion efficiency. The Acid Rain Control Act
(S588) would establish generating station NOx allowance
caps sufficient to reduce utility NOx emissions to 70% of
their 1990 levels by 2007. Various other bills offer alter-
native emission standards, efficiencies, and compliance
dates, and most address power generation rather than
the broad range of pollutant sources. Several are related
to motor vehicle fuels and uses, especially the addition
of ethanol and the removal of methyl tertiary butyl ether
(MTBE) as oxygenates.74-78

The policies embodied in the CAA reflect a combina-
tion of science and politics. Scientifically, an emission cap
of 8.95 million tons/year of SO2 would be rounded to 9
million tons/year, as the aggregate measurement does not
permit such precision. Surely, late-night meetings and
horse-trades led to that figure, and so it stands. Some CAA
provisions contain great detail, such as the pages-long
table in Section 403 allocating initial allowances to spe-
cific generating stations. Some provisions are unrealistic,
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charging the EPA administrator to perform Herculean tasks
with impossible deadlines; these have been the bases for
many lawsuits. Some acts of Congress may contradict or
counteract the effects of others (e.g., the 1973 Fuel Use
Act cited previously resulted in larger SO2 emissions from
coal burning, especially in the southwestern United
States). There is often an underlying agenda in these bills,
such as favoring gas over coal combustion to generate
electricity or increasing sales of midwestern crops to pro-
duce ethanol. In most cases, however, the political com-
promises have been reasonable. Overall, the CAA sets
general directions that are scientifically defensible and del-
egates the formulation of specific rules to other agencies,
most commonly EPA.

Visibility Rules
Rules put the intent of Congress into action. They are
updated yearly in the Code of Federal Regulations (CFR).79

The scientific rationale and justification for air quality
rules is not evident from the CFR, nor are changes in
the rules’ evolutionary history. Some of the rules pre-
scribe minute requirements, such as the pages of engi-
neering drawings for components of the PM2.5 federal
reference method (FRM; 40 CFR Part 50, Appendix L)
that measures compliance with PM2.5 NAAQS. Others
are less specific, referring to “guidance” or “guidelines”
that are to be issued and periodically revised. The Re-
gional Haze Rule is specified as Section 308 of Protec-
tion of Visibility, 40 CFR Part 51, Subpart P, Sections
51.300–51.309.

Proposed and final rules in the CFR first are published
in the Federal Register,80 which is a daily journal of activi-
ties conducted by the various government agencies. An
extensive “preamble” to new rules or rule changes pre-
cedes the precise wording that is eventually incorporated
into the CFR. Federal Register preambles often present good
summaries of the scientific and political issues identified
by the rule writers and commentators who are likely to
be affected by the rule.

EPA14 designated 156 mandatory Class I areas (Figure
1) by soliciting input from the 158 Class I area FLMs. The
questions addressed the extent of visibility-related AQRVs
(i.e., vistas worth considering). Many of those who com-
mented on the designations questioned a procedure that
was based on FLM judgments of “scenic values,” “ability
of the public to appreciate,” “magnitude of scenic value,”
and visibility as an “important consideration” within their
units. EPA14 recognized the need for more consistent and
objective quantification of regional haze but did not see
this as an impediment to specifying the mandatory Class
I areas. This was effectively the first national visibility rule,
because it established those places where future rules
would apply.

1980 Plume Blight Rule
EPA81 intended to carry out the 1977 CAA Section 169A
provision for making progress toward the national goal
by specifying two types of haze and protecting against
one. Haze was defined as either (1) “Smoke, dust, col-
ored gas plumes, or layered haze emitted from
stacks…relatable to a single source or a small group of
sources,” or (2) “…widespread, regionally homogeneous
haze from a multitude of sources.” Only the first type of
haze (“plume blight”) was to be controlled because the
measurement science to determine the magnitude, in-
tensity, and frequency of regional haze, as well as the
modeling science to provide accurate estimates of its
sources, “…must be further evaluated according to stan-
dard Agency procedures….”81

The plume blight rule defined visibility impairment
as a “…humanly perceptible change in visibility (visual
range, contrast, coloration) from that which would have
existed under natural conditions.” When the FLM com-
municated a certification of impairment to the state in
which the Class I area was located, the state had to deter-
mine whether or not the perceptible impairment was
“…reasonably attributable to an existing stationary facil-
ity through visual observation or any other technique the
state deems appropriate.” Only the 36 states containing
mandatory Class I areas were included, and transport
across state lines was not considered. If a reasonable attri-
bution were made, the state would conduct a best avail-
able retrofit technology (BART) analysis. If this analysis
showed it technologically and economically feasible to
reduce the emissions, the identified source(s) could be re-
quired to install those controls or cease operation. EPA81

believed that “…simple monitoring techniques such as
visible observation…can often identify sources which con-
tribute to impairment” and that “…emissions of SO2 pri-
marily contribute to regional haze which is beyond the
scope of this…program.” The plume blight rule was right
about the simple monitoring part and wrong about the
SO2 part; “any other technique” provided many more op-
portunities than the simple visual observation of a smoke-
stack plume.

The first application of the plume blight rule used
time-lapse photography and visual observations to show
that the visible plume from a pulp and paper mill located
just outside of the Moosehorne Wilderness in Maine
crossed into the wilderness area under certain conditions.82

Legend has it that while watching the time-lapse display,
attorneys from both sides ducked as the plume swung into
the camera. The BART analysis was performed, reductions
of primary particle emissions that caused the visible plume
were found feasible, and changes were made to reduce
particle stack emissions. The first application of the plume
blight rule worked as expected.
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The second application of the plume blight rule was
less clearcut, however, and dragged the air quality science
community into the regulatory process. The Winter Haze
Intensive Tracer Experiment (WHITEX)83-97 was initiated in
late 1985 as an experiment of the Subregional Cooperative
Electric Utility, Department of Defense, National Park Ser-
vice, and Environmental Protection Agency Study
(SCENES)98 to better understand the causes of wintertime
hazes observed in photographs from Canyonlands National
Park and Grand Canyon National Park. The first sites in
the IMPROVE network were to be deployed in 1987, and
WHITEX allowed for a systematic evaluation of the mea-
surement systems.99 In addition to new particle measure-
ment technology, WHITEX would examine how a unique
tracer gas (deuterated methane, CD4)

100 could be used to
determine how plumes moved in complex terrain. CD4 was
practically nonexistent in the natural atmosphere and could
be quantified at very low concentrations using high-reso-
lution mass spectrometry.101 Because of its inertness, CD4

has the potential to be measured hundreds of kilometers
from the release point, thereby allowing emissions to be
detected over a large geographical region (southern Utah,
northern Arizona, and southern Nevada). WHITEX also
would apply and compare several different air quality source
attribution models, both those that needed a unique tracer
as well as those for which the absence, presence, and mag-
nitude of the tracer would indicate the uncertainty of source
attribution results.

CD4 was released from the Navajo Generating Sta-
tion (NGS), located along the Colorado River about half-
way between Canyonlands and the Grand Canyon from
January 7 through February 18, 1987, and was detected
at various times along with particle chemistry in and near
both national parks. The Canyonlands area was more
highly monitored because the haze was believed to be
most intense there.

The NGS was required to have particulate but not
SO2 controls. Other western coal-fired generating stations
in operation prior to the NSPS for electric utility genera-
tors that lacked SO2 controls were the Centralia generat-
ing station in southwestern Washington state, Mohave
generating station in southern Nevada, and the Hayden
generating station in northwestern Colorado. NSPS102

practically required some form of flue-gas de-
sulfurization for subsequent coal-fired power generators
by setting an SO2 emissions standard of 1.2 lb/BTU heat
input and a 90% reduction of potential SO2 emissions
for emissions in excess of 0.6 lb/BTU (compare these with
the more stringent limitations before the 107th Congress,
cited previously).

As government, industry, and university scientists
were grappling with many technical issues related to west-
ern visibility as part of SCENES and its WHITEX intensive

study during the mid-1980s, wheels in the regulatory pro-
cess also were turning.103,104 The Environmental Defense
Fund sued EPA in 1982 for not creating federal imple-
mentation plans (FIPs) for those states without visibility
SIPs. Arizona and Utah were among the offenders. EPA
settled the case in 1984 by setting a FIP schedule.105 On
March 24, 1986, the U.S. Department of Interior certified
to EPA the existence of visibility impairment at
Canyonlands National Park and Grand Canyon National
Park and named NGS as a probable source. In September
1989, based on a draft of Malm et al.,84 EPA104 proposed
that “…a substantial portion of visibility impairment in
Grand Canyon National Park is attributable to a specific
source, NGS” and issued a notice of rulemaking that would
include BART for NGS in the Arizona FIP. EPA104 chided
the WHITEX investigators for the “…delay in receiving
the NPS report…” even though the April 1989 draft was
completed in record time for a study of that magnitude.
Examples cited throughout this review show that peer-
reviewed publications related to environmental field stud-
ies often appear 5–10 years after the measurements are
taken. It usually takes at least one year to assemble and
evaluate the measurements.

Whereas most of the impairment in the Moosehorne
Wilderness case was from directly emitted particles,
WHITEX concluded that a “humanly perceptible” incre-
ment attributed to NGS was from sulfate (SO4

2–) particles
that formed in the atmosphere from NGS SO2 emissions.
These increments could not be visually traced to the source,
but they were inferred from several air quality models and
the presence or absence of CD4.

85,89,90,93 WHITEX lasted only
42 days, and because of the high cost of CD4 analysis, only
a fraction of the samples were analyzed to characterize three
episodes at the Grand Canyon. The final report84 was is-
sued in December 1989 and contained scientific qualifica-
tions and uncertainty estimates that often exceeded ±50%
of the source attributions. There also were substantial dif-
ferences between the day-to-day attributions from the dif-
ferent models applied. Smelter emissions were associated
with elevated arsenic levels during flow from the south,
where copper refining was prominent in Arizona, New
Mexico, and northwestern Mexico. WHITEX was, as ad-
vertised, a scoping study and included the successes and
failures typical of such efforts.

SO2-to-SO4
2– transformations occur over many hours,

and their end products are not proportional to ambient con-
centrations of inert tracer gases co-emitted with SO2.

106-111

In fact, the highest tracer concentrations normally corre-
spond to lower SO4

2– from the release source because
they are within a coherent plume with minimal travel
time and mixing with atmospheric oxidants. When de-
signing the Massive Aerometric Tracer Experiment
(MATEX), Hidy112 examined the use of tracer gas releases
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in the eastern United States and concluded that only
massive sulfur isotope (34S or radioactive 35S) releases that
would mimic transformation process could be used to
directly attribute ambient SO4

2– to the release source. At a
cost of more than $100 million (USD), MATEX was deemed
impractical. WHITEX recognized this limitation, however,
and used the presence or absence of CD4 at the Grand
Canyon and other Arizona and Utah Class I areas to evalu-
ate several source attribution models that might account
for these transformations. Many of the model assump-
tions were simple representations of reality, but they were
no less accurate than many of the approximations used
in regulatory models recommended for visibility attribu-
tion today.

WHITEX resulted in a unique public, and sometimes
acrimonious, debate about the interaction of science and
regulation. Several of the criticisms had merit, but cast-
ing WHITEX as the justification for a regulatory action
that might cost a generating station a lot of money, rather
than the exploratory scientific endeavor it was intended
to be, created an adversarial atmosphere that clouded
objective scientific interaction. Markowski94,95 and
Richards113 raised reasonable issues about data quality,
traceability, lack of needed measurements, and violations
of model assumptions that were answered by Malm et
al.86 A National Research Council committee agreed that
the WHITEX attributions to NGS were uncertain,92 but
that the weight of evidence was still sufficient to con-
clude that NGS probably did make a contribution to SO4

2–

that would result in perceptible haze.
EPA104 established a regulatory precedent that any

scientific evidence, not just visual observation, could be
“deemed appropriate” for making a source attribution.
Subsequent negotiations with the NGS operators estab-
lished the principle of “scientific due process” (attribut-
able to Dan Ely, Colorado Department of Health). If
operators did not believe the WHITEX source attribu-
tion, they could conduct their own study, and they did
with the Navajo Generating Station Visibility Study
(NGSVS).114-123 This study also found SO4

2– contributions
from NGS in the Grand Canyon. Although not as large
as those of Malm et al.,84 the SO4

2– contributions were
still large enough to cause perceptible changes in haze.
The more extensive meteorological instrumentation and
time resolution in NGSVS (PM2.5 and its chemistry were
measured at 4-hr intervals) substantially enhanced un-
derstanding about how air moves in complex terrain and
the conditions needed for rapid conversion of SO2 to SO4

2–.
NGS SO4

2– contributions were found to exceed regional
levels by >30% for ~15% of the 90-day monitoring pe-
riod.114 These events often occurred for periods of less
than 24 hr and usually required evidence of plume pas-
sage through a cloud or fog where conversion would be

faster.124-129 NGSVS has been informally cited as having
repudiated the WHITEX results, while in reality it con-
firmed that SO4

2– sufficient to cause perceptible impair-
ment could be reasonably attributed to NGS, albeit
infrequently and over short time periods. Although
NGSVS applied many different source and receptor mod-
els with discrepancies among the results similar to those
found among WHITEX model results, it provided some-
thing that WHITEX did not—a substantial conceptual
advancement in how emissions, meteorology, and at-
mospheric chemistry interact with each other in the
Grand Canyon during winter. The fact that NGSVS sci-
entific papers have been published as late as 1999, and
that others are possibly still in the works, highlights the
mismatch between regulatory and research timetables.

Partly as a result of WHITEX and NGSVS, the National
Research Council16 concluded that (1) “…A program that
focuses solely on determining the contribution of indi-
vidual emission sources to visibility impairment is doomed
to failure. Instead, strategies should be adopted that con-
sider many sources simultaneously on a regional basis,
although assessment of the effect of individual sources
will remain important in some situations;” (2) ”…there
are (and will probably continue to be) considerable un-
certainties in ascertaining a precise relationship between
individual sources and the spatial pattern of regional
haze;” and (3) ”…the best approach for evaluating emis-
sion sources is a nested progression from simpler and more
direct models to more complex and detailed methods.”

The NGS now has new SO2 scrubbers in operation as
a result of a negotiated agreement. Source attribution stud-
ies were completed around the Mohave generating sta-
tion,130 which was suspected of causing perceptible haze
during summer in the Grand Canyon, and at the Hayden
and Craig generating stations,131-134 which were suspected
of contributing to haze in the Mt. Zirkel Wilderness in
Colorado. The results of these studies were only second-
ary considerations in decisions to install controls or cease
operation. For example, at the Hayden generating station,
exceedances of plume-opacity limitations, measured by
continuous in-stack light transmission monitors, led to
potential fines that were eventually dropped in favor of a
commitment to reduce SO2 emissions. The Centralia gen-
erating station agreed to reduce emissions after a study of
visibility impairment at nearby Mt. Rainier National
Park.135 The Mohave generating station negotiated to re-
duce SO2 emissions over a longer time period than origi-
nally desired by regulators. For the most part, the
single-source attribution studies (even WHITEX and
NGSVS) did not have the major influence on control de-
cisions attributed to them. For the NGS and Hayden situ-
ations, where a perceptible contribution was detectable,
the impact was infrequent, typically of short duration,
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and often accompanied by clouds and fog (needed for
rapid transformation of SO2 to SO4

2–). The four large west-
ern coal-fired generating stations described previously
lacked SO2 controls, and SO4

2– was known to be a major
component causing regional haze, so they were obvious
targets. These actions demonstrated the need for a more
comprehensive regional haze rule, one that did not rely
so much on a single-source study and quantitative source
attribution models.

1999 Regional Haze Rule
That haze had a regional nature was well-established from
airport observations of prevailing visibility.136-138 Figure 2
shows recently measured three-year averages of particu-
late haze from the IMPROVE network. This is qualitatively
similar to earlier maps26 and shows that visibility is best
in Alaska and the western Great Basin, including north-
ern Nevada, northern Utah, southern Oregon, and south-
western Idaho. The highly urbanized Pacific coast
experiences moderate levels of light extinction that reach
into the western slopes of the Sierra Nevadas in Califor-
nia and the Cascade Range in Oregon and Washington.
The poorest visibility is evident in the areas encompass-
ing and adjacent to the Ohio and Tennessee River Valleys
that are highly industrialized with coal-burning generat-
ing stations, steel mills, and other facilities. The highly
populated and industrialized mid-Atlantic seaboard also
shows poor average visibility that gradually improves
northeast of New York City.

Haze in the central states has been insufficiently moni-
tored. Although the interpolated values in Figure 2 are not
very rigorous, they are qualitatively consistent with previ-
ous plots using human observations at airports. Much of
this territory is flat, and the furthest prevailing visibility

targets used by human observers at airports often do not
represent the furthest distance that could be discerned.
Summer plots of this type frequently show more wide-
spread haze, while the spatial extent of winter haze is more
localized. Individual daily plots may show “clouds” that
move, appear, and disappear. These analyses lead to the
same conclusion, however—haze-causing pollutants from
different sources tend to mix with each other and spread
throughout geographic regions occupying thousands to
hundreds of thousands of square kilometers. Each emit-
ter contributes a small part to the whole.

GCVTC was the first organization to address regional
haze in nine of the western states with emphasis on six-
teen Class I areas in Arizona, Colorado, New Mexico, and
Utah.53 This region is centered on the edge of the 15 Mm–1

(inverse megameter) isopleth of Figure 2 in northern Ari-
zona. GCVTC addressed scientific and engineering issues
(e.g., source locations and emission rates, source/receptor
relationships, and effectiveness of pollution control meth-
ods). Planning and regulatory issues also were part of
GCVTC’s charge, with the goal of building consensus
among different stakeholders. Much of the GCVTC work
centered around development and application of an in-
tegrated assessment system (IAS), a user-friendly software
tool that would allow participants to examine the effects
of different emission reduction measures on haze and
compare the costs of implementation. IAS results corre-
sponded to 1990 emission estimates139 and 1992 me-
teorology and particle concentrations.130 The GCTVC
considered ambient visibility standards, emission stan-
dards, and regional emission caps as potential methods
for making reasonable progress. A baseline forecast in-
cluded reasonable assumptions about population growth
and facility retirement/replacement as well as implemen-
tation of air quality regulations already in place during
the early 1990s. A best-case scenario assumed that avail-
able control technology would be applied to every U.S.
emitter that might affect haze in 16 Class I areas, regard-
less of practicality or cost.

For Grand Canyon National Park, the GCVTC140 esti-
mated annual-average light extinction (bext) of 10 Mm–1

from natural scattering by clear air and ~5.5 Mm–1 from
natural particles; about one-third of the western 15 Mm–1

particle extinction (bext,p) in Figure 2 would be of natural
origin. Anthropogenic contributions at the Grand Can-
yon on the days with the highest bext,p projected for 2000
would consist of ~4 Mm–1 bext from Mexican sources; ~3.5
Mm–1 from road dust; ~2 Mm–1 from utility emissions;
~2 Mm–1 from mobile sources; and ~0.5–1 Mm–1 each
from area sources, point sources, industrial fuel, residen-
tial activities, petrochemical operations, and copper
smelters. Non-road diesel contributed ~0.2 Mm–1. Pre-
scribed fires are part of the area source, wood stoves and

Figure 2. Spatial interpolation of average particle light extinction (bext,p)
from 1996 to 199829 in units of inverse megameters (Mm–1). bext,p is an
indicator of how much light is removed from a sight path by particle
scattering and absorption. Higher values mean poorer visibility. bext

values should include additional clear air scattering of ~10 Mm–1.
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fireplaces are part of the residential source, and wildfires
are part of the natural emissions categories. Based on fu-
ture growth projections, these anthropogenic contribu-
tions would achieve their minimum in 2000 at ~16 Mm–1,
then increase by ~1 Mm–1 by 2040, mostly because of
growth in road dust, mobile source, and non-road diesel
emissions. Lower power generating station contributions
would reduce 2040 potential extinction by ~1.5 Mm–1.
Even with maximum available controls [estimated cost
of $10 billion (USD) per year to maintain], extinction was
estimated to improve by only 3 Mm–1 compared with the
baseline case54 by 2040.

Day-to-day correspondence between GCVTC model-
estimated and measured chemical components was poor.
Large modeling grids smeared sources near the parks over
large areas, thereby underestimating their contributions.
With these large grid squares (the smallest were 10 × 10
km), the Grand Canyon is not grand and it is certainly
not a canyon; spatial averaging over these dimensions
yields relatively flat terrain for the mountainous South-
west. It did not seem logical that implementing road dust
controls throughout the West would result in major im-
provements to the haze. The GCVTC140 concluded that
“…the modeling has…given a limited picture of the re-
gional, and particularly sub-regional…dynamics of both
emissions and economics.”

This lack of precision did not deter the GCVTC from
making positive recommendations for reduction or main-
tenance of emissions from stationary, mobile, and fire
sources or nearby emitters. The most quantitative recom-
mendation was for additional SO2 emission reductions of
~70% by 2040. Obligatory regional caps on emissions would
be established if expected or voluntary reductions were not
realized. In addition to encouraging new mobile source stan-
dards, renewable power generation technology, and lower
emitting practices for prescribed fires, many of the recom-
mendations were for better emission estimation and track-
ing methods. Clean air corridors141-143 were defined as
upwind areas with low emissions, large amounts of dilu-
tion, or higher amounts of pollutant removal. Clean air
corridors identified in central Nevada, eastern Utah, east-
ern Oregon, and western Idaho were given the same status
as other locations—as long as new emissions would not
add to perceptible bext above natural levels, development
could continue to the north of the Grand Canyon and
nearby Class I areas. The effect of non-U.S. emissions was
recognized, especially those from Mexico.

Mathai et al.54 judged the GCVTC process to be as
important as the scientific basis for decision-making:
“While it is important that public policy be based on a
sound technical foundation, the interpretation of the tech-
nical data and policy considerations will significantly af-
fect the final outcome of a consensus-based approach.”

The GCVTC confirmed that attainment of the national
visibility goal would take a long time. It again revealed
major limitations of scientific methods to explain the
present, let alone predict the future. It further demon-
strated that long-term, region-wide planning was essen-
tial to attainment of the national goal, and that the
resulting consensus building was better than the confron-
tational results of the plume blight rule. It provided a good
starting point for the Rule.

The Rule mandates that all 50 states, not just the 36
containing mandatory Class I areas, must create SIPs by
themselves or via Regional Planning Organizations (RPOs).
This recognizes that emissions from one state will affect
visibility in other states. Visibility will be measured in units
of deciviews in which equal increments correspond to
equally perceptible visibility changes. The deciview is de-
rived from an objective measure of chemical light extinc-
tion and is believed to be more linearly related to
just-noticeable changes in haze near the maximum vi-
sual range than other visibility indicators. Reasonable
progress goals will be established for the most impaired
days, and no degradation in visibility will occur for the
least impaired days. These goals will be determined as a
uniform rate of visibility improvement from baseline vis-
ibility conditions (measured from 2000 to 2004) to natu-
ral visibility conditions by 2065. By themselves or through
RPOs, states will provide a technical basis for apportion-
ing emission reduction obligations including modeling,
monitoring, and emission information. Long-term emis-
sions reduction strategies will include the following at a
minimum: (1) ongoing reductions from other air quality
regulations; (2) fugitive dust and non-road engine exhaust
from construction activities; (3) source retirement/replace-
ment; (4) smoke management; and (5) trade-offs in point,
area, and mobile source emissions. Progress will be evalu-
ated every five years, and emission reduction strategies
will be revised every ten years (beginning in 2018). The
initial strategy is to be prepared in conjunction with PM2.5

SIPs in 2008. The Rule encourages regional emission cap
and trading of allowances to obtain economically opti-
mal emissions reductions.

Guidance
Table 1 lists several guidance documents relevant to the
requirements of the Rule. As of this review, many of these
are in draft form, and suggestions for improvement have
been requested. Guidance documents typically provide
default procedures that make use of existing resources.
Although they may specify standardized approaches for
comparison of results among regions, they also recognize
that these approaches may need to be modified in future
updates. Guidance documents often encourage acquisition
of more representative information, as does the natural
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Table 1. Summary of guidance relevant to Regional Haze Rule implementation.

Guidance Procedures

Document

Tracking Specifies procedure for calculating the highest and lowest baseline chemical extinction (b
ext

), determining increments of reasonable progress, and evaluating

Progress under progress against those increments. Software and finished calculations for existing data are available from WRAP.28

the Regional

Haze Rule31 • For each IMPROVE sample in a preceding five-year period, calculate aerosol chemical components as (a) (NH
4
)
2
SO

4
 = 4.125[S]; (b) NH

4
NO

3
 =

1.29[NO
3

–]; (c) organics = 1.4[OC1 + OC2 + OC3 + OC4 + OP] (see Figure 7 for definitions); (d) light-absorbing carbon (LAC, somethimes called

             “soot”) = EC1 + EC2 + EC3 – OP (see Figure 7 for definitions); (e) fine soil = 2.2[Al] + 2.49[Si] + 1.63[Ca] + 2.42[Fe] + 1.94[Ti]; and (f) coarse mass

= PM
10

 mass –PM
2.5

 mass. Chemical concentration units in µg/m3. Multipliers account for unmeasured oxygen and hydrogen.

• Discard samples for which none of the chemical components were measured. If some components are missing, estimate the missing value as the

average of the corresponding complete calendar quarter for the previous five years.

• Calculate chemical light extinction as b
ext

= 3f(RH)[(NH
4
)
2
SO

4
 + NH

4
NO

3
] + 4[organics] + 10[LAC] + 1[fine soil] + 0.6[coarse mass] + 10. Final units in

Mm–1. The final 10 Mm–1 account for clear air scattering, and the coefficients are extinction efficiencies in m2/g. A relative humidity (RH) growth

function f(RH), tabulated by location and month in the guidance appendices (see Figure 6 for example), indicates how efficiencies increase for SO
4

2–

             and NO
3

– as they absorb liquid water.

• Substitute the quarterly averages for missing values (one component at a time) beginning with SO
4

2–, and tabulate a distribution of relative differ-

ences between b
ext

 with and without the substitution. If more than 90% of the differences are <10% of b
ext

, retain the substituted values; otherwise do

not substitute. This procedure intends to limit discarding data when only a few of the chemical measurements are missing while minimizing the effect

            of large discrepancies on subsequent analyses.

• Calculate deciviews (dv) as dv = 10ln(b
ext

/10) for each sample.

• Omitting data from calendar quarters with <50% and years with <75% data completeness after substitution, sort deciviews by magnitude for each

year and calculate annual average for the highest and lowest 20%. Average these annual averages for the preceding five-year period to obtain the

deciview metric for the highest extinction (highest 20%) and lowest extinction (lowest 20%) days.

• Establish baseline visibility by applying this procedure to the period 2000–2004. Plot five-year averages at five-year intervals beginning in 2008,

and track reductions relative to reasonable progress increments. An initial estimate of these increments is determined as the slope of a line connect-

ing the baseline highest extinction days with estimates of natural conditions in 2065.

Guidance for Provides a default approach believed to be “…adequate for the first implementation period” and “…expects to refine estimates over time based on improved

Estimating Natural information and methods.” Uses Trijonis et al.26 estimates of contributions from non-anthropogenic sources. For the eastern United States, these are

Visibility Conditions equivalent to 0.23 µg/m3 (NH
4
)
2
SO

4
, 0.10 µg/m3 NH

4
NO

3
, 1.40 µg/m3 organics, 0.02 µg/m3 soot, 0.5 µg/m3 soil, and 3.0 µg/m3 coarse mass. For the western

under the Regional United States, these are 0.11 µg/m3 (NH
4
)
2
SO

4
, 0.10 µg/m3 NH

4
NO

3
, 0.47 organics, 0.02 soot, 0.5 µg/m3 soil, and 3.0 µg/m3 coarse mass. Trijonis et al.26

Haze Rule32 used an S multiplier of 3.59[S] for ammonium bisulfate and 1.5[OC] for organics. Background levels were adjusted to the 4.125[S] and 1.4[OC] specified

previously. Monthly humidity growth factors f(RH) are in look-up tables. Monthly average humidities are interpolated from 375 surface weather

stations for each Class I area. Average natural b
ext

 is calculated as for chemical b
ext

 used in tracking progress as described previously for 20th percentile

highest and lowest b
ext

, then converted to deciviews. Daily values instead of annual averages for natural background levels could be used if they were validly

estimated. Default RH values are recommended instead of on-site measurements for actual and background conditions for consistency in evaluating long-

term trends. If high humidity consistently corresponds to the highest b
ext

 and low humidity consistently corresponds to the lowest b
ext

, separate monthly f(RH)

may need to be determined for each case.

Guidance for Recognizes that air quality models have inherent uncertainties because of limitations in scientific understanding of source-receptor relationships as well as

Demonstrating insufficient model input data. A weight-of-evidence approach is described that includes a core set of analyses consisting of (1) several (not one single) air

Attainment of quality models, (2) descriptive analysis of observed air quality and estimated emission trends, and (3) observational models. Limited science and mea-

Air Quality Goals surements “…make the ability of a model to accurately predict concentrations of PM
2.5

 and its components at a given time and location doubtful.” Rather than

for PM
2.5

 and provide absolute end products (such as PM
2.5

 mass or light extinction) for comparison with a standard, relative contributions to each of the PM
2.5

 compo-

Regional Haze33 nents—SO
4

2–, NO
3

–, OC, EC, primary inorganic material, and unidentified mass (difference between measured mass and components)—are modeled.

Emission reductions are chemical-specific (i.e., SO
2
 reductions for SO

4

2–, vehicle exhaust and vegetative burning reductions for carbon), and their effects

are normalized to the total amount of each material in ambient samples.
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Table 1. (cont.)

Guidance Procedures

Document

Steps in the guidance are (1) form a conceptual model of the emissions, meteorology, and chemical transformations that are likely to affect haze; (2) develop

a modeling/data analysis protocol with stakeholders that is consistent with available science, measurements, and the conceptual model; (3) construct and

evaluate an emission inventory for the domain that might affect haze as indicated by the conceptual model; (4) assemble and evaluate meteorological

measurements for the domain; (5) apply the specified air quality models and data analyses and compare with ambient concentrations; (6) apply diagnostic

tests and justify discarding results that are not physically reasonable; (7) modify the inventory to reflect different emission reduction strategies in consulta-

tion with stakeholders, and evaluate the effects of reductions at receptors; (8) make models, input data, and results available to others for external review; and

(9) judge the weight of evidence supporting or opposing the selected emission reduction strategy prior to implementation.

Priorities for the data needed to perform the regional haze attainment demonstration are in the following order: (1) accurate and representative emission

inventories for anthropogenic primary PM and precursor gases; (2) chemically speciated ambient PM concentrations and chemical emission profiles that

represent sources; (3) upper-air meteorological measurements for the modeled period; (4) diurnal variation of ambient PM and its chemical compo-

nents; (5) accurate and representative emission estimates for natural sources of VOCs, OC, and NH
3
; (6) hardware, software, and expertise for chemical

transport models with secondary aerosol formation capabilities; (7) PM
2.5

 and PM
10

 measurements in Class I areas; (8) surface measurements of winds,

temperature, and humidity; and (9) measurements that indicate water uptake, especially for portions of OC.

Emissions Inventory Supports a draft consolidated emissions reporting (CER) rule for all counties, not just those in nonattainment areas, on a common schedule and in a

Guidance for consistent manner for O
3
, PM

2.5
, and PM

10
 NAAQS and regional haze. Requires an inventory preparation plan (IPP) that documents what the inventory will

Implementation of include and how it will be prepared. The IPP documents emission information submitted to the national emissions trends (NET) database. A base-year

Ozone and inventory is established, typically to correspond with PM
2.5

 SIPs, and this is updated at three-year intervals. Regional haze inventories are to include

PM NAAQS and emissions of SO
2
, NO

x
, NH

3
, VOCs, PM

2.5
, and PM

10
 for stationary, area, on-road and non-road mobile, biogenic, and geogenic emitters. PM source

Regional Haze speciation profiles, especially for OC and EC, are requested with the inventory updates. PM
2.5

 and PM
10

 are to be reported separately. For stationary sources,

Regulations30 the sum of filterable PM (captured on the front filter of a hot exhaust sampler) and condensable PM (gaseous material in the hot exhaust that condenses upon

cooling to ambient temperatures) are reported. Condensable PM
10

 is captured in iced impinger solutions following the hot exhaust filter in stack testing

systems. Process category codes (PCC) will replace source classification codes (SCC) because many emission processes are similar for different sources.

Standard industrial classification (SIC) codes will be mapped to the North American Industry Classification System (NAICS) to standardize definitions for the

United States, Canada, and Mexico. Recommends following guidance of, and participating in, EPA’s Emission Inventory Improvement Program (EIIP) but

leaves substantial flexibility to states. Modeling inventories that have finer temporal and spatial scales are described by this guidance but are not required by

the CER rule. The EMS-95144 emission model is used to illustrate different spatial and temporal allocation methods for annual average estimates. Non-road

emissions are referred to the NONROAD emissions model.145 A quality assurance process is required for submitted emission rates.

Federal Land Outlines the approach for new source review (NSR) evaluation of effects on AQRVs, including visibility, at mandatory Class I areas. Evaluates the potential

Managers’ Air for plume blight from new emitters within 50 km of the area boundary and for perceptible increments to regional haze above natural visibility conditions for

Quality-Related sources located >50 km from the boundary. Natural visibility conditions are to be consistent with those specified in the regional haze guidance. For plume

Values Workgroup blight, VISCREEN147 is applied to estimate absolute contrast (C) and color difference index (∆E) for primary particle and NO
2
 emissions. If all hourly estimates

(FLAG)146 of C < 0.05 and ∆E < 2, the source is judged to be below the level of concern for plume blight. If this condition is not met, the less conservative PLUVUE II148

plume model is applied; and if C < 0.02 and ∆E < 1 for all modeled hours and locations, the FLM is unlikely to object to the project. When these levels are

exceeded, the FLM will determine plume blight potential on a “…case-by-case basis taking into account the geographic extent, intensity, duration, fre-

quency, and time of visibility impairments.”

For regional haze assessments, the CALPUFF model149 is used with CALMET wind fields to estimate 24-hr average ground-level concentrations of (NH
4
)
2
SO

4
,

NH
4
NO

3
, organics, soot, fine soil, and coarse mass. b

ext 
is calculated according to the guidance described previously, except that separate quarterly average

f(RH) are specified instead of the monthly interpolated values. A “cumulative analysis” includes emissions from all of the surrounding PSD sources; and if a

cumulative assessment has been completed, the new source emissions are added to that assessment. If the changes in chemical extinction (∆b
ext

) from all sources,

including the proposed one, is <10% of natural b
ext

 (~15 Mm–1 in the West and ~17 Mm–1 in the East), the FLM will probably not object. If the proposed

project’s contribution is <0.4% of natural b
ext

, the FLM probably will not object. If a cumulative analysis has not been done and modeling is done only for the

single project, the increment over natural conditions must not exceed 5%. When these thresholds are exceeded, the FLM takes into account other consider-

ations  and alternatives, such as more efficient pollution controls or emission offsets from other emitters in the region.
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conditions guidance that presumes its current estimates
are adequate for setting initial goals but will need to be
reevaluated as better scientific information is obtained.
Most contain qualifying statements such as “…This docu-
ment does not…impose binding, enforceable require-
ments on any party and may not apply to a particular
situation based upon the circumstances….”33 FLAG146 guid-
ance for new source review (NSR) anticipates that “…when
modeling centers are established for [regional haze] SIP
development work, the tools they use may be applicable
to analyzing both existing impairment as well as the po-
tential impacts of new source growth.”

Of all the documents listed in Table 1, the guidance
for demonstrating reasonable progress33 does the best job
of uniting science and regulation. It takes to heart the
lessons of WHITEX and the GCVTC by recognizing that
all models are imperfect. It is not difficult to cast scien-
tific doubt on any modeling project. That is not the point
of a demonstration for PM2.5 attainment or reasonable
progress toward natural visibility conditions. The real
questions should be as follows:

(1) Given the knowledge gained from the NAAQS
attainment or reasonable progress demonstration
process, what other emission reduction strategies
than those being considered would more cost
effectively achieve the air quality goal?

(2) If something is unknown but knowable with suf-
ficient investigation, how does the time and cost
of gathering new knowledge balance against the
time and cost of implementation?

Source and receptor air quality models always will be
quantitatively imperfect (a model is by definition only
our best understanding of reality, not reality itself). Even
when modeling results appear unreasonable, the nature
of the revealed discrepancies can focus further informa-
tion-gathering priorities. The WRAP RPO, for example, is
attempting to refine fugitive dust emission inventories150

that were believed to overestimate the road dust contri-
bution in the GCVTC analysis.

EPA33 stresses up-front involvement by potential stake-
holders (e.g., industries, environmental advocates, local
regulatory groups, neighboring states, citizens), which is
one purpose of the RPOs. This draft guidance emphasizes
the value of setting common modeling standards and
soliciting feedback on uncertainties prior to making deci-
sions. The approach embodies pooling of scarce measure-
ment and modeling resources toward a common goal,
typified by the GCVTC, rather than the adversarial ap-
proach illustrated by WHITEX and NGSVS. The guidance
specifies that source-oriented models be used to estimate
relative contributions to specific measured chemical
components rather than absolute contributions to total
mass concentrations. This precludes the erroneous, but

common, practice of demonstrating PM10 (and probably
PM2.5) NAAQS attainment by paving unpaved roads to
obtain offsets for new sources. The guidance also empha-
sizes the use of both source and receptor models to deter-
mine current source contributions. Reconciliation of
results from these independent approaches has been suc-
cessful in identifying non-inventoried sources, improv-
ing emission estimates, and persuading stakeholders that
emission reduction plans will actually work.151-153

The Rule sets a goal of attaining natural visibility con-
ditions rather than a standard that must be attained by
force of law and sanctions. The Rule states that “…all that
is ‘enforceable’ is the set of control measures which the
State has adopted to meet that goal.” The Rule places the
burden for visibility assessment and planning on indi-
vidual states and Native American tribes, recognizing that
regional haze is caused by pollutants crossing state lines,
tribal boundaries, and international borders. It offers states
and tribes an opportunity to cooperate in coordinated
strategies within RPOs. Forty-eight states (all except Ne-
vada and Hawaii), the District of Columbia, and many
recognized Native American tribes have opted into one
of five RPOs representing western, central, midwestern,
mid-Atlantic and northeastern, and southeastern states
(see Watson154 for RPO names, states, and Web sites). The
RPOs constitute a major experiment in the relationship
of science to regulation.

VISIBILITY METRICS AND THE DECIVIEW
Interactions between Light, the Atmosphere,

and the Eye/Brain System
Different people often see the same object or person dif-
ferently, and perceptions can change over time. Optical
illusions are obvious examples155 that depend on the
viewer’s context. This also can be said of a smokestack
plume, which was once looked upon with favor as a sign
of progress and economic development but is now con-
sidered by some as visual blight, a source of air pollution,
and a symbol of corporate irresponsibility. To provide a
more objective and consistent approach, scientists seek
to identify quantifiable measures of observed phenom-
ena. The observation of regional haze is a case in point. If
improvement can be objectively and consistently mea-
sured, equal reductions in the metric will correspond to
perceptible improvements in a view.

The deciview,156 equal to 10 times the natural loga-
rithm of total to clear air light extinction, was created to
meet this need. The deciview scale is modeled on the deci-
bel scale used to relate the energy intensity of sound waves
to human hearing. The deciview is based on the observa-
tion that human senses, such as sight and sound, approxi-
mately respond to fractional rather than absolute changes
in a stimulus.157 The deciview is directly derivable from
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bext, an objective quantity that can be calculated from
physical principles when the size, composition, shape, and
orientation of particles are known. bext can be measured
in a portion of the atmosphere with a reasonable degree
of accuracy and reproducibility. Pitchford and Malm156

show a correspondence between the deciview scale and
how people judge haziness, as well as what they would be
willing to pay158-166 to improve the appearance of a view.
The deciview does not, however, fully represent the range
of physical, physiological, and psychological variables that
influence how people appreciate a scenic vista.

Visibility is a product of light interacting with the at-
mosphere, the human eye, and the brain’s interpretation
of signals it receives from the eye.167-194 That people can see
stars at night, even though they are billions of kilometers
distant, proves that visibility is good when light’s interac-
tion with the atmosphere is low (the portion of the verti-
cal sight path passing through the atmosphere is equivalent
to a few kilometers, whereas a horizontal sight path may
exceed 200 km). The eye can detect light intensities, or
radiances, spanning a range of more than 107, greater than
any instrument or photographic film.

Although often likened to a photographic camera,
the eye has many differences.195 The eye’s lens is flexible
and continually makes fine focusing adjustments. The
pupil regulates light, but its cross-sectional range is much
smaller than that of a camera lens. The retina does more
than photographic film; it pre-processes information, not
just images, before sending it to the brain via the optic
nerve. One part of the brain processes motion, another
part processes color, two parts process information about
form, and another part parses visual information to these
specialized areas.196 Excessive but non-fatal CO exposure
may damage the portions of the brain that deal with form,
resulting in chromatopsia; the injured party sees perfectly
well but interprets the information transmitted by the
eye in atypical colors. Blind sight occurs when the optical
parsing area is damaged; blind people with this affliction
can make uncannily accurate judgments about what has
passed before their eyes without having consciously reg-
istered a visual image.196

The eye/brain system distinguishes between objects
by contrast (different radiances from adjacent objects
with different shades or colors). The eye is more sensi-
tive to dramatic differences than to small ones, as can
be observed by examining a photographers’ gray scale
with the edge between adjacent gradations covered and
uncovered; the shades are easily discernable with the edge
present but look the same with the edge covered.197

WINHAZE software198 simulates photographs of popular
Class I vistas for selected pollution levels, showing more
noticeable differences for split-screen than for separate-
frame comparisons.

Visual acuity depends on the spacing of objects and
is most sensitive for those with three or four pairs of bright
and dark fringes (cycles) per degree of view within an arc
(three equally spaced dark lines drawn on a 1-cm-wide
index finger and viewed at arms length is about three
cycles per degree).172,199 Rocky strata or lines of trees on a
hillside may appear more clearly separated as one backs
away and spatial frequency increases to the optimum cycle
for visual discrimination. Campbell and Maffei200 provide
photographic examples of different frequencies and con-
trasts that can be used to evaluate each person’s own sen-
sitivity to spatial frequency.

Ross et al.201 showed the relevance of spatial frequency
and edge effects on plume detection. Laboratory-simu-
lated Gaussian plumes were detected by 50% of tested
subjects against a blue sky at contrasts as low as 0.5% when
the plume width subtended a 0.36° arc, as it might before
it disperses. The contrast threshold increased to ~1.6%
when the plume subtended angles >1.5°, as it would after
the surrounding atmosphere mixed with the plume. These
laboratory thresholds probably would be higher in a real-
world setting, but they indicate that atmospheric disper-
sion spreads the plume to dimensions that are less
perceptible to the human eye, as well as diluting its con-
stituent concentrations.

The study of light and its interaction with objects
and the human eye is an elegant example of the evolu-
tion of scientific methods for solving complex problems.202

Early explanations are rooted in religious belief. The book
of Genesis in the Bible quotes God as saying “Let there be
light” on the first day of creation, while early Egyptians
believed there was light when the sun god, Ra, opened
his eyes and none when they were closed. Followers of
Pythagoras (569–475 B.C.) surmised that light originated
in objects and that it reached the eye through a stream of
emitted particles. The Greek philosopher Empedocles
(492–432 B.C.), on the other hand, contended that light
traveled in the form of a wave instead of a stream of par-
ticles. Plato (427–347 B.C.) proposed that seeing occurs
when streamers emitted by the eye intersect with an ob-
ject being viewed. Euclid (325–265 B.C.) provided experi-
mental evidence supporting this theory, noticing that
viewing a small object required more intense scrutiny than
viewing a large object.

Wave and particle theories were given mathematical
structure by Christian Huygens (1629–1695) and Isaac
Newton (1643–1727).203 Because of his great stature,
Newton’s corpuscular theory predominated until Thomas
Young (1773–1829) demonstrated the interference pat-
terns of light through two closely spaced slits, and
Augustin Jean Fresnel (1788–1827) described it mathemati-
cally. James Clerk Maxwell (1831–1879) created the math-
ematical formalism describing how electromagnetic waves
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interact and propagate through different media.204,205

Albert Einstein (1879–1955) explained the particle/wave
duality of light in terms that eventually evolved into the
field of quantum mechanics, but this did not invalidate
the wave theory for non-quantum applications. John
William Strutt (1842–1919)—who became Lord Rayleigh,
third Baron of Rayleigh—derived the interaction of light
with small molecules from Maxwell’s theory,206-210 and
Gustav Mie (1868–1957) extended the application to par-
ticles with sizes comparable to those of the electromag-
netic wavelength.211-214 Koschmieder215,216 related the
concepts of visual range, light extinction, and contrast,
showing that the furthest distance at which a black ob-
ject can be seen against a uniform sky is about 4 divided
by light extinction. Minnaert4 catalogued and explained
a variety of optical phenomena that can be seen with the
naked eye, avoiding “…Anything that can be found only
with the help of instruments…deduced from long series
of statistical observations…[and] theoretical consider-
ations not directly concerning what we see with our eyes.”

Light occupies a small fraction (wavelengths of ~750
to ~400 nm) of the electromagnetic spectrum that ranges
from radio waves (~106 µm) through gamma rays (<10–5

µm). Radiation from the sun peaks in this range, as does
the sensitivity of the human eye.217 Malm23 presents an
illustration of the correspondence between wavelengths
and colors, ranging from red (~700 nm) through orange
(~650 nm), yellow (~600 nm), green (~550 nm), turquoise
(~500 nm), blue (~450 nm), and violet (~400 nm). The
human eye’s response is most sensitive at ~550 nm, and
wavelengths in this central region often are used for vis-
ibility measurements and calculations.

When all visible wavelengths are present, as in sun-
light, the eye perceives this combination as white light.
Invisible infrared and ultraviolet radiation are beyond
the ends of the visible spectrum, but they are still de-
tected by humans as heat, for infrared, and sunburn (or
skin cancer), for ultraviolet. Electromagnetic radiation
is absorbed and scattered by atmospheric constituents.
A portion of the energy in absorbed light increases the
temperature of the absorber, and another portion is rera-
diated at a longer wavelength, typically in the infrared.
Several gases [carbon dioxide (CO2), methane (CH4),
water (H2O), halocarbons] transmit visible radiation from
the sun but absorb strongly in the infrared. This absorp-
tion, often called the greenhouse effect,218 keeps the
Earth’s surface at a comfortable temperature and may
cause changes in climate as concentrations of these in-
frared-absorbing gases increase. O3 transmits light but
absorbs in the ultraviolet; its presence in the stratosphere
keeps short wavelength radiation from mutating skin
cells. Of the common atmospheric gases, only NO2 ab-
sorbs in the visible spectrum with increasing efficiency

at shorter wavelengths.219-221 A brownish-red industrial
plume is usually caused by excessive NO2 when viewed
looking toward the sun222,223 and may be detected along
with particles by an in-stack opacity meter.224 NO2 also
absorbs in the ultraviolet region, and it is the main insti-
gator of photochemical reactions that result in O3, SO4

2–,
and nitrate (NO3

–).225,226

Objects with diameters similar to those of a wave-
length deflect the wave in many different directions.227

This can be seen in a pool of water when a planar surface
wave encounters an obstacle with dimensions similar to
the distance between wave crests; the flat wave front ra-
diates from the obstacle in a circular pattern. The same
phenomenon occurs when light encounters small particles
suspended in the air; the incident wave front is scattered
in many different directions outside of its original direc-
tion of travel. The larger the number of particles, the more
light is removed from the sight path. The closer the wave-
length of light is to the diameter of the particle, the more
intense the scattering. As a result, suspended particles with
sizes of 0.3–0.7 µm scatter more light out of a sight path
than do smaller or larger particles. As the obstructing ob-
ject becomes larger relative to the wavelength, more of
the wave energy moves in the original direction of the
wave. This is called forward scattering. When the object
is large enough, the wave energy is completely blocked,
thereby casting a shadow. A portion of the light encoun-
tering the object is absorbed, and another portion is re-
flected. The distinctly colored strata viewed at the Grand
Canyon result from the different wavelengths reflected
and absorbed when illuminated by the sun.

Although air molecules are nearly a thousand times
smaller than the wavelength of light, they also scatter light
with preference for the shorter (blue, violet) wavelengths.
This Rayleigh or clear air scattering (named for John Wil-
liam Strutt, cited previously) causes blue sky and red sun-
sets. When the sun is overhead, it appears white because
the shallow vertical atmospheric depth scatters little.
Sunlight passes through longer slant paths to the sides,
however, and air molecules scatter more of the blue wave-
lengths than others, leading to blue sky. When the sun is
viewed directly through a longer atmospheric path at sun-
rise or sunset, it appears red because the blue light has
been scattered out of the sight path. The red color often
is enhanced when particles with sizes comparable to the
blue-violet wavelength (~0.4 µm) are present along the
sight path.212,228,229

Figure 3 demonstrates the interaction between sun-
light, a target, and the atmosphere. Light from the viewed
object travels through the atmosphere to the eye along
the indicated sight path. Initial radiance is that reflected
from the target, and apparent radiance is that which
reaches the eye. Transmitted light is the fraction of the
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initial light that is not removed by scattering and absorp-
tion by particles and gases along the sight path. The ratio
of transmitted to initial light, the transmittance, is expo-
nentially related to the negative product of bext times the
length of the sight path; as extinction increases, the light
transmitted from the target decreases.

Light from the target is only part of what is seen, how-
ever. Light is scattered into the sight path from other parts
of the atmosphere, and this may overwhelm the light
transmitted from the target. This path radiance raises the
background on which the signal from the target is being
observed and makes it harder to see, even though bext is
the same.230,231 This can be observed when looking at a
distant mountain before and after low-lying clouds cast
the sight path into shadow; the mountain is hard to dis-
cern with the clear sky, but its features become recogniz-
able when the sight path is in shadow. Another example
is observing a distant view at sunrise that soon disappears
as the sun attains a position where the overhead light
scattering increases the path radiance. The path radiance

also precludes viewing stars when the sun is out, even
under non-polluted conditions. The view can be good,
even with a high bext, when the path radiance is low, but
it degrades rapidly as more light is scattered into the sight
path.

Light reflected from the ground causes 25–75% of
path radiance, a fact that mariners have used to detect
land by looking for changes in sky color.232 This portion
of path radiance depends on ground cover, which in turn
may change from dark green during spring to white snow
during winter. Path radiance can be measured233 but not
as easily as bext. Because regional haze is assumed to be
fairly uniform along the dimensions of a typical sight path
(that may exceed 200 km), reducing bext in the sight path
also will reduce path radiance and improve the view.

Table 2 describes several visibility metrics and how they
can be measured. Of all these metrics, bext is the most com-
plete and most practically quantified. It is multiplied by a
path length and therefore is expressed in units of inverse
distance, typically Mm–1.299 An extinction of 12 Mm–1, about

Figure 3. Different pathways by which light from the sun enters the human eye.16,23,27 Atmospheric gas molecules and small particles scatter light
into and out of the sight path. Light scattered into the sight path reduces the contrast of the object being observed. Light scattered above and behind
the target provides the background against which the target is contrasted. In clear air, the sky color is blue when the sun is overhead. In particle-laden
air, the sky is bluish-white with the sun overhead and red when the sun sets behind the target. A snow-capped peak may be less distinguishable in
particle-laden air than a dark-green forested mountainside because of the reduced contrast between target and sky light. Black carbon particles
absorb light, thereby removing it from the sight path and darkening both the target and sky.
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that of clear air for the 550-nm wavelength near sea level,
results in a 10% reduction in radiance transmitted along
a 10-km sight path. bext usually is divided into the follow-
ing four additive components: (1) clear air scattering,
which depends on air density and thereby on pressure
(elevation) and temperature; (2) gaseous absorption by NO2,
which depends on NO2 concentration and is typically neg-
ligible for regional haze but may be important for urban
hazes251,252 and in coherent plumes; (3) particle scattering
from PM2.5 and coarse (the difference between PM10 and
PM2.5) mass fractions; and (4) particle absorption, which is
dominated by soot, often termed black carbon (BC), el-
emental carbon (EC), or light-absorbing carbon (LAC).

As shown in Table 1, EPA31 derives haziness in
deciviews from bext determined by a chemical extinction
budget that includes clear air scattering of 10 Mm–1 plus a
weighted sum of the ammonium sulfate [(NH4)2SO4],
NH4NO3, organic material (OM), soot (EC), fine geologi-
cal material (soil), and coarse mass (assuming it is present
entirely as geological material) measured on 24-hr filter
samples taken in or near Class I areas. These concentra-
tions are weighted by extinction efficiencies that indicate
their relative effectiveness for scattering and absorbing
light. Despite the broad diversity of measurement loca-
tions, measurement methods, emission influences, and
meteorology, there is substantial consistency among
chemical extinction efficiencies from site to site and time
to time. This is born out by reasonable (although not per-
fect) correspondence between chemical extinction (cal-
culated from major chemical components), path length
extinction (measured with a transmissometer), and point
extinction (determined by nephelometer measures of par-
ticle scattering, filter transmission measures of particle ab-
sorption, NO2 absorption, and clear air scattering).

The chemical extinction budget295 assumes (1) con-
stant dry extinction efficiencies [the amount of light scat-
tered or absorbed per unit mass concentration ( 3

1–

m/µg

Mm  =
m2/g)] of 3 m2/g for (NH4)2SO4, 3 m2/g for NH4NO3, 4 m2/g
for organics, 10 m2/g for soot, 1 m2/g for fine soil, and 0.6
m2/g for coarse mass; (2) with increasing relative humid-
ity (RH), SO4

2– and NO3
– extinction efficiencies increase

according to a common growth curve, f(RH),298,300-302 based
on their tendency to absorb liquid water, while RH has
no effect on the extinction efficiencies of other particles
(e.g., organics, soil); (3) ambient samples have the soil
composition specified in Table 1, and organics use a mul-
tiplier of 1.4 on organic carbon (OC) to account for un-
measured hydrogen, oxygen, and other non-carbon
species;303,304 (4) 24-hr ground-level filter samples repre-
sent the chemical composition of the atmosphere along
the sight path when it is being viewed; and (5) the six
components used to calculate chemical extinction do not
interactively affect chemical extinction.Ta
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Each of these assumptions experiences deviations
from sample to sample (discussed in the next five subsec-
tions). The effects of these deviations on decision-mak-
ing must be evaluated in relation to the ability of the
tracking methodology to detect average changes over long
time periods rather than for their absolute accuracy on a
specific sample. Rather than being a perfect representa-
tion of bext, the chemical extinction budget in Table 1 ap-
proximately weights the importance of the major particle
components. This weighting can be used to focus emis-
sion reduction efforts on those components that have the
greatest influence. If fine and coarse soil components are
high, then more information should be sought about fu-
gitive dust emitters in the region, and assessments should
be made to determine how to cost-effectively reduce the
effects of those emissions. Large SO4

2– fractions would in-
dicate that precursor SO2 emissions should be reduced.
The advantage of using constant extinction efficiencies,
humidity growth function, species multipliers, and chemi-
cal speciation methods for five-year averages is that ran-
dom errors will cancel each other and systematic biases
will not affect the trends. The potential drawback to this
approach is that changes in emission patterns and me-
teorology have nonlinear effects that may cause devia-
tions beyond those tolerable within the uncertainty of
the decision-making system.

Chemical Extinction Efficiencies
Mathematical methods can calculate scattering and ab-
sorption efficiencies with great precision for spherical
particles of known size distributions and chemical com-
positions.305-312 With slightly more complication, these
calculations can be made for concentric spheres,313 ob-
lique spheroids,314 infinite cylinders,315 and molecular
chains with a defined fractal dimension.316 Com-
putationally intensive dipole methods317 can address even
more complex shapes and compositions.318 Suspended
particles are neither spherical nor typically of homoge-
neous composition. Microscopic analysis shows that fresh
wood smoke emissions consist of non-spherical, long-
chain aggregates that collapse into quasi-spheroidal
forms after processing through water droplets.319 Fresh
diesel exhaust particles320 and geological minerals321 are
similarly non-spheroidal. Fresh emissions typically are
found in sizes smaller or larger than visible light wave-
lengths, so their scattering efficiencies are small. Differ-
ent chemical components often are present in the same
particle; SO4

2– condensed around an EC core is a com-
mon configuration.322 The spherical particle assumption
is used for most extinction calculations because com-
puter models are widely available and easy to use. As the
more computationally intensive algorithms are imple-
mented in user-friendly software, it will be possible to

explore deviations from the spherical particle assump-
tion in greater detail.

Figure 4 shows how particle scattering and absorption
efficiencies change as a log-normal particle size distribu-
tion of pure, spherical particles passes through different
values of the size maximum. Particle diameter and density
have more influence on the extinction efficiency than does
particle composition. Densities for typical mixtures of or-
ganic compounds are not well established, and the mass
extinction efficiencies in Figure 4 would decrease by 25%
if the density of the organics were increased from 1.2 g/
cm3 to an equally reasonable 1.5 g/cm3. A smaller width of
the log-normal distribution would cause maximum effi-
ciencies to be higher near 550 nm, while a larger width
would spread the same efficiency over a larger range of
particle sizes. An actual extinction efficiency would be in-
tegrated across the entire visible spectrum, weighted by light
intensity at each wavelength; this would further broaden
these curves. Extinction efficiency calculated for shorter
light wavelengths would shift the distribution peak to the
left, and longer wavelengths would shift it to the right.

The dry extinction efficiencies in Table 1 result from
a consensus of theoretical calculations and empirical re-
lationships26,325,326 that are reasonably consistent with
more recent measurements.307,324,327-332 These efficiencies
correspond to distributions peaking at ~0.3 and 1 µm
for (NH4)2SO4 and NH4NO3 (3 m2/g), ~0.25 and 1 µm for

Figure 4. Particle extinction efficiencies as a function of size distribution
for different particle compositions. Assumes pure spherical particles
with indices of refraction and particle densities of 1.53-0i and 1.76
g/cm3 for (NH4)2SO4, 1.55-0i and 1.73 g/cm3 for NH4NO3, 1.55-0i and
1.2 g/cm3 for organics, 1.33-0i and 1 g/cm3 for water, 1.56-0.006i and
2.66 g/cm3 for soil, and 1.95-0.66i and 2 g/cm3 for soot (EC),
respectively.323 The non-zero imaginary component results in particle
absorption only for soil and soot. Soot extinction is the sum of the
scattering and absorption components. Mass was distributed over a
log-normal size distribution with a geometric standard deviation of 2.0
and the geometric mean diameter indicated on the horizontal axis.
Calculations courtesy of Dr. Douglas Lowenthal of the Desert Research
Institute using ELSIE Mie Scattering Software.307,324



Watson

Volume 52  June 2002 Journal of the Air & Waste Management Association  649

organics (4 m2/g), ~2 µm for fine soil (1 m2/g), and ~3 µm
for coarse mass (0.6 m2/g). The soot efficiency, estimated
by pure EC in Figure 4, does not attain 10 m2/g for any
particle size, but it approaches this value as the size distri-
bution peaks at 0.2 µm and for lower carbon densities.
Figure 4 shows that absorption by soil is negligible com-
pared with soot. Even the famous black sand of Hawaiian
beaches has little absorption in the atmosphere compared
with soot.333

Figure 5 illustrates sections of an ambient particle
size distribution that result from different particle for-
mation processes.339-342 Particles in the nucleation and
ultrafine modes335,343-348 have little effect on regional haze
because (1) they are inefficient scatters, as shown in Fig-
ure 4; (2) their mass concentration is low, although their
number count is high (the cross-sectional area that af-
fects scattering is higher but still not large enough to be
important); and (3) their atmospheric residence time is
short, as they quickly coagulate with each other or larger
particles. Accumulation-mode particles (~0.08 to ~2 µm)
overlap the visible light spectrum (0.3–0.7 µm) and are
often most abundant at those wavelengths of 0.4–0.6 µm

where scattering efficiencies are highest (Figure 4). Coarse
particles are dominated by geological material, but they
may also contain sea salt near coastal areas as well as
pollen and spores, plant parts, and uncontrolled indus-
trial emissions (modern particle removal devices such as
precipitators are more efficient for coarse and larger par-
ticles than they are for accumulation mode particles).
Much of the accumulation mode is occupied by second-
ary aerosol, particles that form in the atmosphere from
directly emitted SO2, NOx, ammonia (NH3), and some of
the volatile organic compounds (VOCs, especially aro-
matics from internal combustion engines and terpenes
and sesquiterpenes from vegetation).

The commonly measured PM2.5 size fraction includes
nucleation, ultrafine, and accumulation modes. There is
crossover between the PM2.5 and coarse modes because (1)
PM2.5 sampling inlets are not step functions, pass 50% of
the particles at the 2.5 µm cut point, and do not reach
<1% transmission until ~5 µm; and (2) each distribution
has a tail (as indicated by the dotted line in Figure 5) that
extends into the other distribution. The consequence of
this is that in calculating bext, some coarse materials may
be assigned to PM2.5 scattering efficiencies and vice versa.
Sodium nitrate (NaNO3) formed by reaction of nitric acid
(HNO3) with coarse sea salt particles349-352 or minerals353-360

that appear in the PM2.5 fraction probably will have a lower
scattering efficiency than secondary (NH4)2SO4 or NH4NO3

particles. Size-selective sampling inlets361-364 classify particles
by their aerodynamic diameters, which are related to their
geometric diameters by the inverse square root of particle
density. A 3-µm diameter spherical pollen particle viewed
under a microscope, for example, would be classified by an
inertial sampler as a 2-µm aerodynamic size (as part of the
organics) if its density were 0.5 g/cm3. Owing to densities
exceeding unity, optically important diameters of NH4NO3,
(NH4)2SO4, and soot are smaller than those indicated by
inertial collection methods and may be classified in differ-
ent modes near the 2.5-µm inlet cut point.

These consensus efficiencies were selected for regula-
tory consistency and are not scientifically correct for every
situation. Trijonis et al.26 assigned an error band of a factor
of 2 to the consensus extinction efficiencies. A 2.0-m2/g dry
(NH4)2SO4 efficiency was used for Project MOHAVE.130 Aver-
age dry (NH4)2SO4 scattering efficiencies have been estimated
as 2.03 m2/g at Meadview near the western end of Grand
Canyon National Park,332 2.23 m2/g at Hopi Point on the
Grand Canyon’s South Rim,332 2.47 m2/g near the Mt. Zirkel
Wilderness,133 2.4 m2/g at Great Smoky Mountains National
Park,325 and 2.63 m2/g at Shenandoah National Park.332

Because it is not practical with current technology to
measure the size distribution of every sample, dry scatter-
ing efficiencies specified in Table 1 are reasonably cen-
tered on the range of efficiencies covered by the size

Figure 5. Representation of portions of the mass particle size
distributions. This is an idealized diagram that accentuates different
size modes. Actual particle size and chemical measurements are not
so easily classified.334 Relative magnitudes of the nucleation and ultrafine
modes are exaggerated, as these small particles dominate particle
number but are a miniscule fraction of PM2.5 mass. The nucleation
mode usually occurs in clean atmospheres but also has been recently
observed in urban areas.335 Ultrafine particles often are found in fresh
combustion emissions, but they rapidly combine with each other and
larger accumulation-mode particles.336 The condensation portion of
the accumulation mode forms mostly under dry conditions while the
droplet mode is consistent with aqueous-phase reactions in fogs and
clouds; more material accumulates within the water droplet that leaves
larger particles when the water evaporates.337,338 Another interpretation
of these modes for RH > 80% is that the water-absorbing (hygroscopic)
materials (e.g., SO4

2– and NO3
–) have grown into the droplet mode

while the water-repellent (hydrophobic) materials (e.g., soot and some
OC) have retained their original sizes.119 The dotted line indicates the
potential for crossover among overlapping distributions; some of the
coarse particles always are measured in a PM2.5 sample.
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distributions in Figure 4 except for soot. The Figure 4 sum
of absorption and scattering efficiency for soot does not
approach the 10 m2/g value assumed by the chemical ex-
tinction budget.26,365,366 In a survey of previous extinction
budgets, White329 concluded that EC had an absorption
(not total extinction) efficiency of 10 m2/g based on col-
located photoacoustic367 and thermal evolution BC mea-
surements.368 Although the photoacoustic method is
considered to be a more accurate means of quantifying
light absorption than other methods (Table 2), it gives
different efficiencies for different wavelengths;269 limita-
tions of the thermal evolution measurements will be dis-
cussed in the next sections. Horvath365 tabulated
absorption efficiencies reported by others that range from
3.8 to 17 m2/g. Liousse et al.277 measured absorption effi-
ciencies ranging from 5 to 20 m2/g at different locations.
Their literature survey yielded a range of 2–25 m2/g. For
fine particles (0.09–2.7 µm) with a density of 1.9 g/cm3,
Dillner et al.284 reported EC extinction efficiencies of 1.7–
7.3 m2/g for 550 nm transmitted light. Ratios of IMPROVE
filter transmittance369 to thermal evolution filter EC296,297

measurements show substantial variability, depending on
which of the carbon fractions are classified as soot.370,371

Horvath275 showed how the addition of light-scattering
particles to absorbing media can bias the extinction mea-
sured by filter transmission methods. He used these results
to explain some of the empirical absorption efficiencies ob-
served in the IMPROVE network.276

Fuller et al.366 hypothesized that differences among
estimates for soot extinction efficiencies are caused by (1)
differences in soot morphologies, (2) mischaracterization
of the soot refractive index, (3) inaccurate densities, and
(4) wavelength dependence. Fuller et al.366 reviewed den-
sities of soot particles and found values of 0.625–2.25
g/cm3, with the most likely densities in the range of 1.8–
2.1 g/cm3. They also modeled randomly oriented chain
aggregates instead of spheres, which yielded an increase
in efficiency of ~15%. When non-random, broadside cal-
culations were made to simulate particle chains lying flatly
on a filter, a 10 m2/g efficiency was achieved for 10 spheres
in a chain with an equivalent diameter of 0.08 µm. Effi-
ciencies decreased rapidly for particles >0.1 µm, the par-
ticle size in which most of the EC is found in the
atmosphere. Nevertheless, up to 60% higher efficiencies
were calculated for the longest chain aggregates. Efficien-
cies >10 m2/g, exceeding 25 m2/g under some situations,
were estimated for EC imbedded in an SO4

2– particle. Effi-
ciency decreased as the EC fraction in the particle in-
creased, implying that a lower EC concentration may yield
a higher contribution to light absorption under some cir-
cumstances.366 Efficiencies decreased by nearly an order
of magnitude as an EC core at the center of a concentric
sphere migrated through the sphere to its surface.366

Martins et al.318 found similar results, with maximum
soot absorption efficiencies approaching 30 m2/g when
the carbon constituted 0.5% of a 0.5-µm diameter par-
ticle. Empirically derived soot extinction efficiencies are
usually greater at non-urban than at urban monitors,365

consistent with an aged aerosol in which more of the fresh
emissions become coated with condensed, absorbed, and
adsorbed material.

Although absorbing particles remove light transmit-
ted from the target and make it appear darker, they do
not scatter much light into the sight path, and they gen-
erally have a lower effect on contrast reduction than do
light-scattering particles.372,373 Malm23 shows a photo-
graphic example of a light-absorbing aerosol in a view of
the Grand Canyon; the view elements are discernible at a
relatively high extinction, but the colors are less distinct
as a result of light being removed from the sight path.

For tracking progress, relative changes in extinction
efficiency among the different components are more im-
portant than absolute values. Except for particle absorp-
tion, differences in ratios among efficiencies for the same
size distribution are minor (Figure 4). This may change as
pollution controls change size distributions in different
ways. For example, if SO2 emission reductions decrease
ambient SO4

2– by shifting the size distribution to smaller
particles, SO4

2– scattering efficiency likely will decrease in
relation to the other components (assuming the current
distribution is on the left side of the maximum). As a re-
sult, 3 m2/g may overestimate the SO4

2– contribution to
extinction as natural visibility levels for SO4

2– are ap-
proached. Other scenarios theoretically can be explored,
but these probably will never be known with certainty
because of the lack of size distribution data for each chemi-
cal component in different environments.

Particle Growth by Water Uptake
Particles that contain SO4

2– and NO3
–, along with other

soluble salts [e.g., sodium chloride (NaCl)], have long been
known to absorb liquid water, thereby growing into size
ranges that scatter more incident light.298,300-302,374-377 The
growth pattern varies for different compounds: fairly
smooth and continuous for sulfuric acid (H2SO4) but with
abrupt, step-function increases at ~80% RH for (NH4)2SO4,
~62% RH for NH4NO3, and ~75% RH for NaCl—a phe-
nomenon known as deliquescence.298 For RH from 90 to
100%, a range that is imprecisely measured by most RH
sensors, light scattering usually skyrockets. These high-
RH periods are often removed by scientists before com-
paring calculated and measured extinction values. As RH
decreases, H2SO4 particle diameters decrease along the
same curve of the increase, but (NH4)2SO4 and NH4NO3

particles retain larger diameters until ~37% RH when they
decrease to their dry sizes.
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Surface-based RH measurements of 98–100% imply
that the sensor is in a fog or cloud, except in pristine envi-
ronments where supersaturations greater than 100% are
needed for water vapor to condense on its own.378 In a popu-
lar Yellowstone Park ranger demonstration of supersatura-
tion, ultrafine particles in match smoke act as condensation
nuclei for the >100% RH early morning air, creating a min-
iature cloud around the flame. Ambient RH is inversely
related to temperature and often achieves values >80% at
night, even in dry climates and at higher elevations in the
atmosphere where the temperature is lower.

Figure 6 shows how (NH4)2SO4 efficiencies change with
RH assuming that RH is decreasing. The IMPROVE f(RH) curve
was used to tabulate the monthly f(RH) extinction efficiency
adjustments in several of the Table 1 guidance documents.
These f(RH) adjustments range from 1.05 for June at the
Saguaro Wilderness in Arizona to 5.18 during August at the
Sipsey Wilderness Area in Alabama. By this method, the same
SO4

2– concentration has five times the summertime influence
in Alabama as it does in Arizona. Figure 6 shows that the
highest f(RH) corresponds to a daily average RH of ~93%,
which is good because RH > 95% is not well quantified even
with the best continuous sensors, and many automated RH
sensors in long-term weather networks are not of the highest
caliber. This high daily average must have contained some
hourly RH > 95%, and possibly even some in fogs, for which
measurements are highly inaccurate.

IMPROVE f(RH) is interpolated between 37 and 78%
RH with a straight line, differing from the more exact so-
lutions for different size distributions. Comparing the
IMPROVE curve with the 0.3-µm curve that approximates
it at 50% RH shows that the IMPROVE f(RH) curve under-
estimates efficiency by ~30% when RH is decreasing and
overestimates it by ~30% when RH is increasing. EPA31

reasoning is that because the RH history of the particles is
unknown, the interpolated values better represent the
average situation than the extremes. f(RH) assumes an
initial size distribution. The IMPROVE f(RH) curve is one
of many generated from different log-normal distribu-
tions.379 The curve that yields the maximum multiplier at
high RH was selected because it best explained compari-
sons between chemical and measured extinctions at sev-
eral locations. The 0.1- and 1.0-µm distributions in Figure
6 bound the typical size ranges expected within the PM2.5

size fraction. Only the efficiencies that begin with the 0.1-
µm distribution differ substantially from the others. A dry
distribution peaking at 0.5 µm would maximize the f(RH)
over most relevant humidities, and the 0.3 µm initial dis-
tribution is not significantly different from the values for
other distributions.

Monthly average f(RH) adjustment is recommended
in the guidance, even though site-specific values may be
available and more appropriate for comparing chemical
bext with measured bext. A constant value will allow long-
term trends to be better assessed as weather-caused biases
are eliminated. This makes sense for tracking trends, but
chemical extinction should still be estimated with site-
and sample-specific RH where accurate measurements are
available to provide an actual correspondence between
chemical and measured bext. The use of monthly averaged
RH can bias the classification into the highest 20th per-
centile at locations where both dry and humid situations
occur within the same month, which is common at many
locations in the western United States. Contributions to
bext by moderate SO4

2– and NO3
– concentrations on a dry

day might be substantially overestimated using the
monthly average RH, enough to push that sample into
the highest 20th percentile. The differences in monthly
average RH create artificial step functions that do not ex-
ist in reality. Assuming 3rd-day sampling at Shenandoah
National Park, for example, a 10 µg/m3 (NH4)2SO4 con-
centration would yield a 76 Mm–1 contribution on April
28 [f(RH) = 2.53] and a 92 Mm–1 contribution on May 1
[f(RH) = 3.05].

Application of average RH also overlooks the fact that
RH is lower during daylight hours when visibility is most
important. Gebhart et al.380 show diurnal plots of mea-
sured extinction and scattering with temperature and RH
for different sites and seasons. In most cases, RH decreases
by nearly a factor of 2 at midday and is tracked by changes

Figure 6. Changes in extinction efficiency for (NH4)2SO4 for log-normal
size distributions with dry efficiencies in Figure 4 as a function of decreasing
RH. The most recent IMPROVE f(RH) curve times the 3 m2/g (NH4)2SO4

extinction efficiency is included for comparison. The IMPROVE-2001
f(RH) curve was derived from an initial SO4

2– log-normal distribution with
a geometric mean diameter of 0.3 µm and a geometric standard deviation
of 2.0 using water absorption from Tang.298 IMPROVE f(RH) interpolates
from the deliquescence having near-step-function increases at ~80%
RH for (NH4)2SO4, ~62% for NH4NO3, and ~75% for NaCl.298 Extinction
efficiencies increase rapidly at high RH because most of the particle
mass is unmeasured liquid water. The measured SO4

2– or NO3
– to which

the extinction is normalized becomes a minor fraction of particle mass
at high RH. (IMPROVE-2001 curve is courtesy of Jim Sisler, Cooperative
Institute for Research in the Atmosphere, Ft. Collins, CO.)
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in measured extinction or scattering. Five general diurnal
patterns were identified by Gebhart et al.380 The most com-
mon pattern was a midday minimum in extinction or
scattering that approximately corresponded to the RH
minimum. The exception was during winter when bext was
low and diurnal RH variability was less than during other
seasons. Another pattern more commonly observed in the
western United States was an early morning peak, between
0600 and 0900 LST, that occurred while RH was still de-
creasing. A late-day maximum pattern was observed dur-
ing afternoon and evening at sites in complex terrain near
urban areas; these increases sometimes corresponded to
rising RH, but also to potential transport from nearby
emission areas. Several sites showed little variation in ex-
tinction or scattering, despite changes in RH and tem-
perature. A final set of sites showed a midday maximum
bext that corresponded with the lowest RH. These results
indicate that there are cases where RH affects diurnal varia-
tion and that there are other situations where its effect is
obscured by other factors, such as transport, vertical mix-
ing, and possibly daytime emissions. It is not certain that
a more diurnally resolved f(RH) would provide a better
estimate of bext. With current technology, 24-hr chemi-
cally speciated samples require a 24-hr average RH. With
more time-resolved measurements potentially available
in the future, this may change. More short-duration mea-
surements of light extinction, scattering, and absorption
need to be analyzed under a variety of conditions to bet-
ter understand these relationships.

Some organics also may absorb water, but few experi-
ments have shown this to be very substantial. Saxena and
Hildemann381 identify many water-soluble organic com-
pounds that have the potential to be in the particle phase
and absorb water. Saxena et al.382 found that particle
growth with increasing RH at the Grand Canyon could
not be completely explained by the growth of (NH4)2SO4

and NH4NO3 but was possible with additional growth by
some soluble organics. Polyols, polyglycols, keto-carboxy-
lic acids, and dicarboxylic acids are most likely to have
hygroscopic properties. These are emitted by burning and
cooking and can form from organic gases emitted into
the atmosphere, but their presence in IMPROVE carbon
is presently unquantified.

Malic acid, for example, shows deliquescence similar
to (NH4)2SO4, while acetic acid shows continuous growth
with RH such as that for H2SO4.

383 These organic acids do
not attain the large growth factors typical of inorganic
compounds, however. Theoretical estimates and labora-
tory measurements of water uptake by some example com-
pounds in these groups384 show that current models do
not agree well with experiments and that water uptake
would not increase particle diameters (and thereby light
scattering) by nearly as much as the growth observed for

inorganic particles. Dick et al.385 concluded that water
uptake by organics was comparable to that of sulfates
for low RH, but much less for higher RH (> ~85%) at
Great Smoky Mountains.386 On the other hand, hygro-
scopic growth was retarded by the presence of organics
in the Los Angeles area, which could have resulted from
organic coating on ordinarily hygroscopic SO4

2– and
NO3

–.382 Laboratory and theoretical results are limited
to model compounds, and the importance of f(RH) for
organics awaits a better understanding of the actual
compounds present in the particles and their water
absorption characteristics. The underlying assumption
in the guidance document31 that there is no RH depen-
dence for OM will probably change as more is learned
about OC in the air.

Multipliers for Unmeasured Species
The IMPROVE network does not quantify enough chemi-
cal components to account for measured PM2.5 concen-
trations. Several assumptions are made regarding the
unquantified nitrogen, hydrogen, and oxygen associated
with different chemical compounds. The 4.125 multi-
plier for sulfur (S) assumes that (1) all S is in the form of
SO4

2–, and (2) H2SO4 is completely neutralized by NH3.
Unmeasured oxygen (O) supplies a factor of three, which
is further modified by a factor of 1.375 to account for
unmeasured ammonium (NH4

+). The first assumption
probably is attained for most cases, as evidenced by nearly
perfect comparability between three times the S mea-
sured on the Teflon filter with water-soluble SO4

2– mea-
sured on the nylon filter.295 Nylon and some of the
deposited particles are known to absorb some SO2

gas,387,388 but this is apparently not a problem at remote
IMPROVE sites where SO2 levels are low. Ammonium
bisulfate (NH4 HSO4) and H2SO4 may co-exist with
(NH4)2SO4 when SO4

2– levels are high, but a larger frac-
tion will become (NH4)2SO4 as natural SO4

2– conditions
are approached. This S multiplier is reasonable, although
collocated NH4

+ measurements would allow a better un-
derstanding of the degree of SO4

2– neutralization.389-391

The 1.29 NO3
– multiplier assumes that all NO3

– is
NH4NO3, which may deviate from reality when HNO3 re-
acts with NaCl from a marine intrusion or suspension from
an alkaline playa. This was observed at inland sites in Los
Angeles392 and California’s Central Valley,390 although
NaNO3 was not a large fraction of total NO3

– in these ur-
ban situations, and most NaNO3 is present in the coarse
rather than fine particle mode. The fraction of other ni-
trates especially needs to be examined at sites represent-
ing areas in Figure 1 that might receive a mixture of coastal
and urban aerosols. Differences in SO4

2– and NO3
– com-

pounds will affect the extinction efficiencies and f(RH),
as well as the NH4NO3 and (NH4)2SO4 concentrations.
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For soil multipliers, IMPROVE29 assumes soil composi-
tion of 100% Al2O3, SiO2, CaO, and TiO2.

393 Fe is assumed to
be equally distributed between FeO and Fe2O3. IMPROVE29

specifies a secondary correction of 0.6 × Fe to estimate
the K2O content (K is not used directly because vegetative
burning is a large, non-geological contributor). This ac-
counts for 86% of the total soil mass,393 so a factor of 1.16
is applied to estimate unmeasured oxygen. These opera-
tions produce the fine soil multipliers in Table 1. These
assumptions may deviate by unknown (but knowable)
amounts from actual geological compositions. The as-
sumption that most calcium (Ca) occurs as CaO rather
than CaCO3 was confirmed for IMPROVE samples by
Chow and Watson.394 Carbonate was measured in quan-
tity on only a few occasions at some IMPROVE sites for
samples in the southwestern United States. The measured
amount was typically much lower than that estimated by
assuming all of the Ca was associated with CaCO3. The
Indian Gardens site within the Grand Canyon was an
exception, however, with much of the Ca present as CaCO3.
Perry et al.395 found evidence of substantially different geo-
logical compositions at southeastern U.S. IMPROVE sites
for examples that corresponded to Sahara dust storms. Al-
though changing the multipliers to reflect other possible
mineralogical combinations may not have much effect on
the soil mass, the scientific basis for these multipliers would
be more convincing with greater knowledge of the actual
minerals that are commonly found at representative
IMPROVE sites and in nearby geological formations.

The 1.4 multiplier applied to OC measurements to
account for unmeasured adjuncts in organic compounds
is the least scientifically justified of all these multipliers.
Only ~20% of the organic aerosol mass has been associ-
ated with specific organic chemicals; even these measured
organic compounds number in the hundreds and vary
with time and place.396 It is impossible to determine how
many O, H, and even N, S, Cl, and other measured or
unmeasured elements are associated with the OC with-
out a chemical formula. The 1.4 multiplier is traceable to
White and Roberts,304 who in turn used data from two
samples taken in the early 1970s in Pasadena, CA.303 Turpin
and Lim397 reviewed other attempts to estimate the OC
multiplier, finding a range of 1.2–1.7. Using formulae for
different compounds found in recent atmospheric stud-
ies, possible multipliers range from 1.2 for n-alkanes and
cholesterol to 3.8 for some of the aliphatic dicarboxylic
acids. In general, the more polar the compound (which
corresponds to its addition of oxygen atoms and solubil-
ity in water, another polar compound), the higher the
multiplier. Turpin and Lim397 concluded that until better
compositional information is available for the organic frac-
tion, a multiplier of 1.6 ± 0.2 is most appropriate for ur-
ban organics, 2.1 ± 0.2 is best for non-urban organics,

and 2.2–2.6 is an appropriate range for samples affected by
large contributions from vegetative burning. The 1.4 mul-
tiplier is a lower limit more applicable to fresh hydrocar-
bon emissions that have not acquired many oxygen
components via atmospheric processes that occur dur-
ing aging.

Increasing, or even varying, the OC multiplier for
IMPROVE filter measurements has several implications
for chemical extinction. First, the weighted sum of spe-
cies would probably overestimate measured PM2.5 mass,
because there is generally good agreement between the
measured and reconstructed mass for most samples and
deviations from a 1:1 line are randomly distributed. If the
OC multiplier were higher, some of the other multipliers
would need to be lower to reproduce PM2.5. Second, chemi-
cal extinction would be larger, putting more samples with
higher fractions of organics into the highest 20th percen-
tile averages. Finally, a higher multiplier would correspond
to larger proportions of water-soluble compounds that also
might increase light scattering with RH. This would fur-
ther increase the organics contribution when the f(RH)
for organics is better understood and incorporated into
the chemical bext.

Soot is set equal to unity times EC, although it is clear
that soot needs to be a complex mixture of carbonaceous
and other materials to achieve the absorption and extinc-
tion efficiencies that are observed in practice. Soot gener-
ated by fresh combustion contains ~90% C, with varying
amounts of O, H, S, and N.398,399 The ~10% difference is
small compared with the other uncertainties associated
with the soot fraction of extinction, so the lack of an EC
multiplier is not a controlling variable.

Chemical Component Measurements
Several books, guidance documents, and review articles
summarize advances in aerosol measurement meth-
ods.22,361-363,400-411 The filter-based measurements used for
IMPROVE412 are state of the art but suffer from the same
difficulties as all filter-based technologies: (1) particles
change after they are removed from the atmosphere; (2)
the filter interacts with the gases and particles that pass
through it; and (3) particle deposits are small (usually less
than 1 mg of mass), require low laboratory detection lim-
its, and can be easily contaminated.

PM2.5 and PM10 particle mass are measured gravimetri-
cally413 on IMPROVE Teflon-membrane filters after equili-
bration at low RH to remove most of the absorbed water.
Even after this equilibration, some evidence of water in
soluble particle deposits has been found,414,415 which is
another reason that measured and reconstructed mass
sometimes disagree for high SO4

2– and NO3
– concentra-

tions. The Teflon-membrane filter is then submitted to
proton-induced X-ray emission (PIXE) spectroscopy416-419
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and energy-dispersive X-ray fluorescence spectroscopy
(XRF),420-424 both well-established and comparable meth-
ods for determining elemental concentrations. NH4NO3

is collected on untreated nylon-membrane filters that fol-
low a tubular denuder coated in sodium carbonate.
NH4NO3 particles evaporate as temperature increases,425-430

but the nylon membrane absorbs the HNO3 that devolves
from the particles. The denuder is intended to remove
HNO3 from the airstream prior to contact with the filter.
Since 1999, IMPROVE nylon-membrane filters have been
extracted in distilled, deionized water (DDW) prior to ion
chromatographic analysis. Because nylon absorbs HNO3

during shipment and storage, Chow and Watson431 rec-
ommend pre-washing the filters in a weak sodium car-
bonate/sodium bicarbonate solution followed by rinsing
in DDW to clean the filters. They also found that a so-
dium carbonate/sodium bicarbonate solvent, such as that
used for pre-1999 IMPROVE samples, fully removes the
NO3

– adsorbed on the nylon-membrane filters. Part of the
NH4NO3 on the nylon-membrane filters will have volatil-
ized from the Teflon-membrane filters and will not be part
of the PM2.5 mass. Reconstructed PM2.5 may be greater than
measured PM2.5 mass when NO3

– concentrations are high.
SO4

2– also is measured on the nylon-membrane filters, and
its good comparison with elemental S indicates that its mea-
surement is precise. Atmospheric SO4

2– compounds are stable
and do not migrate between gas and particle phases.

OC, EC, and total carbon (TC) are the most uncer-
tain of the measured aerosol components because of both
sampling and analysis limitations.432-434 Carbon fractions
typically are measured by thermal evolution methods that
heat the sample and measure the evolved gases as CO2 or
CH4.

296,297,435-449 Recent method comparisons281,297,450-453

show results consistent with those of earlier comparisons.
While TC is reasonably comparable among the methods,
the division between OC and EC is not. Because EC is the
smaller fraction of TC, EC methodological differences are
most noticeable, differing by a factor of 2 or more among
different methods.297 The basic law of interlaboratory com-
parison (“the other lab is always wrong”) has resulted in a
30-year debate, known as the carbon wars, about which
method really measures OC and EC. Lacking commonly
accepted OC and EC definitions and standards, there is
no objective technique to decide which of the many meth-
ods best represents the soot fraction that absorbs light.
OC and EC concentrations often are published without a
description of the specific thermal evolution protocol (e.g.,
combustion temperature, temperature ramping rate, com-
bustion atmosphere, thermal evolution time) used to gen-
erate them or citing a reference that does not correspond
to the actual thermal program that was applied. Investi-
gators sending samples to external laboratories should
always request example thermograms, similar to those in

Figure 7, and compare these with their assumptions about
the precise protocol being used.

The OC and EC discrepancy is illustrated by the dif-
ference between the IMPROVE method and EPA’s specia-
tion trends network (STN) method in Figure 7. This figure
shows thermal evolution carbon analyzer results for dif-
ferent 0.5-cm2 circular punches from the same IMPROVE
25-mm diameter quartz-fiber filter. About three such
punches can be taken from a single sample, and a sepa-
rate punch is analyzed from ~10% of these to estimate

Figure 7. Comparison of OC and EC measured by (a) IMPROVE296,297

and (b) PM2.5 STN thermal evolution methods. Both methods monitor
darkening of the filter as OC chars in the absence of oxygen. The STN
method is based somewhat on NIOSH454 and Birch and Cary.449 After
oxygen is added to the carrier air, the original and newly pyrolized carbon
burn off, and the portion that evolves before the optical detection attains
its original value (OP) is classified as OC. The IMPROVE method is
often called thermal optical reflectance (TOR) because it monitors
charring by reflectance while the STN method monitors it by
transmittance. This is a secondary cause of OC and EC differences
between the two methods. The high temperature (900 °C) achieved
by the STN method during the non-oxidizing step burns off some of
the EC, as is evident from the change in reflectance and transmittance.
The eight fractions identified by the IMPROVE method are included in
the IMPROVE database and form the basis for calculating the organics
and soot fractions for light extinction used by EPA.31
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measurement precision. The TC on the IMPROVE punch
was 4.7 µg and that from the STN punch was 4.9 µg, within
expected measurement precision. Differences between
separate punches are sometimes larger when the filter
deposit is non-uniform, as it might be when a few coarse
pollen particles deposit on one part of the filter or when
variable adsorption or volatilization of gaseous organics
on quartz-fiber filters occurs. IMPROVE OC was 4.1 µg
compared with 4.8 µg for STN, a larger deviation than
desired but still tolerable for the chemical extinction bud-
get given the other uncertainties already discussed. For
EC, however, the IMPROVE protocol yielded 0.61 µg, while
the STN protocol measured 0.1 µg per 0.5-cm2 punch.

The reason for this discrepancy is that all thermal evo-
lution carbon analysis methods create light-absorbing soot
as part of the heating process. The reflectance and trans-
mittance curves in Figure 7 show a darkening of the filter
during the oxygen-starved portion of combustion. The
same phenomenon is observed when cooking an apple
pie in a hot oven. Some of the organic sugar overflows,
pyrolyzes, and remains on the bottom of the oven as a
black char. This was recognized by Huntzicker et al.,438

who monitored pyrolysis on the filter surface by reflect-
ing a laser beam from the surface during analysis. Turpin
et al.446 used transmitted instead of reflected light to de-
tect the filter darkening, but they kept nearly the same
temperatures as Huntzicker et al.438 The IMPROVE carbon
protocol is essentially identical to Huntzicker et al.438 ex-
cept that the maximum temperature during the 100%
helium (He) phase was retained at 550 °C instead of in-
creasing to 650 °C and then lowering back to 550 °C. This
modification was made after initial IMPROVE tests showed
negligible amounts of carbon evolving at 650 °C in the
absence of oxygen.296 Without oxygen, materials evapo-
rate and pyrolize; with oxygen present, they burn with
subsequent CO2 production. As carbon burns off the fil-
ter, the original and pyrolized EC are oxidized and the
filter turns whiter, as indicated by the increase in reflec-
tance and transmittance in Figure 7. When the reflectance
or transmittance attains its original value, the amount of
carbon evolving since the addition of oxygen is classified
as organic pyrolysis (OP) and attributed to OC. The re-
maining carbon is classified as EC (see Table 1).

This method has several sources of uncertainty. The
OP fraction may include original OC as well as original
EC, and the interaction between the two may bias the
estimate of the original EC. Figure 7a shows a difference
between the times at which OP is quantified by reflec-
tance and transmittance returning to their original val-
ues; transmittance lags the reflectance, resulting in larger
OP and consequently lower EC. In Figure 7a, a slight in-
crease in transmittance and reflectance is noticeable at
the 550 °C pure-He temperature. This phenomenon is

much more noticeable for the STN method in Figure 7b
at the 900 °C pure-He temperature. In fact, this high non-
oxidizing temperature is the major cause of EC discrep-
ancies between the IMPROVE and STN methods. The early
900 °C portion of the STN protocol removes most of the
EC before it even gets into the oxidizing atmosphere. The
high, non-oxidizing temperature in the STN method was
believed to account for a potential carbonate interference
with diesel exhaust in mining workplaces.454 Chow and
Watson394 demonstrated that the presence or absence of
carbonate does not interfere with the IMPROVE protocol,
which does not attain the >825 °C decomposition tem-
perature of CaCO3. They also showed that carbonate would
be a small fraction of EC for most IMPROVE samples, even
if all of the measured Ca were present as CaCO3. Chow et
al.297 speculated that EC is removed at 900 °C in pure He
because the reaction kinetics of soot with other oxygen-
containing compounds in the sample may be very rapid
at high temperatures. For most IMPROVE samples, the
STN method effectively eliminates soot and light absorp-
tion from the deciview extinction budget, even when the
filters appear to have dark coloration.

The IMPROVE thermal evolution protocol is not nec-
essarily correct, but it is consistent. The protocol is trace-
able to the Huntzicker et al.438 method and many of the
chemical source profiles used for receptor modeling and
speciated inventories. The fact that 12 years of IMPROVE
data have already been acquired with this method and
that sampling for the 2000–2004 baseline period is at the
halfway point somewhat institutionalizes the protocol,
whether or not it provides the most accurate distinction
between OC and EC. Still, a concerted effort to under-
stand carbon analysis issues and advance the method is
needed. IMPROVE already reports the eight carbon frac-
tions identified in Figure 7a, and Chow et al.297 recom-
mend that the non-oxidizing high-temperature STN
carbon fraction be reported separately for that network
because it approximates the EC difference between the
two methods. IMPROVE and other networks should be-
gin reporting an OP pyrolysis fraction based on transmit-
tance as well as reflectance. The temperature fractions
dating from Huntzicker et al.438 should be re-evaluated
for their potential to contain important groups of similar
organic compounds. Yu et al.455 found that the pyrolized
fraction increases as the fraction of water-soluble (polar)
organics increases, and this phenomenon might be opti-
mized to better quantify contributions from secondary
organic aerosol and wood smoke. More specific detection
of the volatilized OC also might extend knowledge of the
organic compounds in each sample.456-458

Quantification of carbon on filter substrates is biased
by evaporation of collected organics from filters (nega-
tive bias) and adsorption of organic vapors on the filter



Watson

656   Journal of the Air & Waste Management Association Volume 52  June 2002

medium (positive bias). Each of these is taking place si-
multaneously, and it cannot be known which dominates
during a 24-hr sampling period. Different methods of
VOC denuding and backup filters have been used to
quantify these biases with inconclusive findings.434,459-464

Evaporative losses have been observed to increase with
increasing ratios of gas- to particle-phase concentra-
tions.465 The IMPROVE network466 includes a clean quartz
filter behind the particle collection filter on ~4% of the
samples and subtracts the median of the carbon distri-
bution for each fraction measured on these backups from
the front filter fractions. Field blanks (filters that travel
with the samples but have no air drawn through them)
have similar median values and appear to be saturated
with adsorbed organic gases. Average quartz-fiber backup
filter OC equivalent to 0.33 µg/m3 from six sites during
1999–2000, with the highest backup filter OC equiva-
lent to 1.5 µg/m3.281 The fact that mass and measured
bext are reproduced reasonably by the IMPROVE chemi-
cal components lends some credibility to this subtrac-
tion. There may be compensating errors from other
assumptions about extinction efficiencies, water growth,
and multipliers.

Filter artifact is a simple expression for a complex
equilibrium between gas and solid phases that is in ef-
fect both in the atmosphere and on Teflon-membrane
and quartz-fiber filters that amass suspended particles.467-469

The large, clean surface area of the quartz-fiber filter shifts
the equilibrium of gases to the solid phase more than
the surface of the Teflon-membrane filter does.470 The
cleaner surface of a quartz-fiber backup filter has more
affinity for this than the particle-laden front filter. The
equilibrium changes substantially during a 24-hr sam-
pling period in response to temperature, gas, and par-
ticle levels. Subtraction of carbon on a backup filter is
an uncertain approximation that assumes the filter equi-
librium with gases is greater than equilibrium with par-
ticles in the atmosphere. It may be appropriate to add,
rather than subtract, the backup filter carbon under some
circumstances.464 Positive and negative biases have been
found to approximately cancel each other under other
circumstances.133,281 Different batches of quartz-fiber fil-
ters may have different equilibrium properties,471 al-
though IMPROVE front and backup filters are usually
from the same batch.

Advances in carbon measurement await better scien-
tific knowledge of the organic compounds that constitute
particulate organics. With this knowledge, physical and
chemical parameters could be tabulated that would allow
estimates to be made of the particle/gas equilibrium between
collection filters and other particles. It might be possible to
identify optimal thermal evolution temperatures that con-
tain compounds of different vapor pressure, rather than the

somewhat arbitrary groupings that are represented by
IMPROVE and other thermal evolution protocols.

Several of the biases inherent in filter sampling will
be obviated by in situ, continuous monitors for specific
chemical components. Table 3 summarizes the current
technology for several of these measurements. Many of
these are being operationally tested and compared at EPA-
sponsored, urban-scale supersites.516 It will be important
for supersite investigators to document operating proce-
dures and validities for the instruments, as well as their
results, if this technology is to be transferred to long-term
networks. Several of these methods are unproven, and
even when they are, their implementation will require
more resources than are likely to be available to IMPROVE.
Technological advances during the next 60 years, how-
ever, may provide inexpensive microsensors that can re-
place current filter-based technology. Future revisions to
EPA guidance31 will need to consider how a transition will
be made from older to newer technology while still pre-
serving traceability to the historical record.

Interaction among Particle Components
The chemical extinction budget in Table 1 implicitly as-
sumes that different chemical species are pure, separate
particles and that the number of those particles will be
reduced as emissions are reduced in future years. Examples
already have been given for SO4

2– around an EC sphere,
and for potential changes in size distributions for the same
chemical concentration that suggest the real world is not
so simple. White328 and de P. Vasconcelos et al.517 provide
several examples of how expectations of linear progress
with reductions in emissions might be thwarted by the
non-linear nature of individual species concentrations and
extinction. Lowenthal et al.324 showed how some of these
deviations from the additive external mixture assumptions
represented by the Table 1 chemical extinction budget
might actually affect changes in extinction. The bottom
line is that as chemical concentrations decrease, so does
bext. There may be some plateaus and inflection points,
but these are probably washed out by the highest 20%
averaging. Nevertheless, a systematic examination of situ-
ations beyond the few examples presented by White328

and Lowenthal et al.324 should be undertaken to see if there
are any surprises.

Verdict on the Deciview
All of the observations related to bext apply to the deciview.
Because of its logarithmic scaling, however, the deciview
is less sensitive to bext inaccuracies at high bext values than
at low ones. The accuracy and precision of bext will be-
come more important as natural visibility levels are ap-
proached. Chemical concentration measurements are least
precise at lower concentrations.
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The deciview and visual range scales are ap-
plicable to improvements of targets near the lim-
its of visual detection and have little relationship
to how a nearby target might appear even when
bext is large. This is illustrated by photographic ex-
amples in Malm23 and Air Resource Specialists198

that contain nearby and distant view elements.
Richards518 estimates that for typical contrast
thresholds, a 1-deciview change would not be per-
ceptible for targets within 70% of the maximum
visual range. Richards518 suggests as an alternative
metric a change in bext equal to ~0.4 divided by
the distances from the observer to different tar-
gets. This is a scientifically superior metric to the
deciview, but it would require a tabulation of vis-
ible distances between observer and target, and
presumably the selection of the view with the long-
est sight path, for every Class I area. Watson et
al.131 provided an example of this approach for the
Mt. Zirkel Wilderness, which stimulated debates
about what could be seen from what mountaintop,
how many people might get to that viewpoint,
whether or not an intervening target might block
a more distant target, views from aircraft tours,
and other issues. Although scientifically more valid
than the deciview scale, administration of the
Richards518 approach might be difficult.

The deciview scale also might be based on
actual measurements of long-path or point mea-
surements of bext by some of the methods in Table
2 rather than by chemical extinction. For continu-
ous measurements, this would allow for tracking
of daylight rather than 24-hr average values. Even
hour-to-hour variations are important, as a visitor
to the Grand Canyon would rather wait a few
hours for an improvement in the view than to
schedule another trip on a day that might have
better visibility. The chemical extinction budget,
however, offers a link to the sources of haze that
will be discussed later. This provides the ability to
target emission reductions where they will have
the largest gain. As continuous measurement tech-
nology, such as that summarized in Table 3, ad-
vances during the next 60 years, it should replace
the filter-based measures, at which time a recon-
sideration of the 24-hr filter-based chemical ex-
tinction budget will be warranted.

CHEMICAL COMPONENTS OF LIGHT
EXTINCTION

IMPROVE Measurements
The spatial and temporal extent of different
chemical components and their contributions

M
ea

su
re

m
en

ts 
of

 O
C 

an
d 

EC
 ar

e m
ad

e b
y t

he
rm

al 
ev

ol
ut

io
n 

in
 H

e a
nd

 H
e/

O 2

atm
os

ph
er

es
, r

es
pe

cti
ve

ly.
 L

ig
ht

 tr
an

sm
iss

io
n 

(6
38

 n
m

) t
hr

ou
gh

 th
e f

ilt
er

 is
us

ed
 to

 co
rre

ct 
fo

r c
ha

rri
ng

 (p
yr

ol
ys

is)
 o

f O
C 

du
rin

g 
an

aly
sis

.

Sa
m

pl
es

 ai
r t

hr
ou

gh
 a 

qu
ar

tz-
fib

er
 fi

lte
r. 

Th
e c

ha
ng

e i
n 

tra
ns

m
itt

an
ce

 at
se

lec
ted

 w
av

ele
ng

th
s (

37
0,

 4
70

, 5
20

, 5
90

, 6
15

, 6
60

, 8
80

, a
nd

 9
50

 n
m

) i
s

m
ea

su
re

d 
ac

ro
ss

 th
e f

ilt
er

 b
efo

re
 an

d 
aft

er
 sa

m
pl

in
g.

 C
on

ve
rts

 o
pt

ica
l

att
en

ua
tio

n 
to

 B
C.

M
on

ito
rs

 ch
an

ge
s i

n 
tra

ns
m

itt
an

ce
 ac

ro
ss

 th
e d

ep
os

ite
d 

an
d 

re
fer

en
ce

 fi
lte

r a
re

a.
Th

e l
ig

ht
 so

ur
ce

 is
 a 

lig
ht

-e
m

itt
in

g 
di

od
e (

55
0 

nm
) f

ol
lo

we
d 

by
 an

 o
pa

l g
las

s.

Pa
rti

cle
s a

re
 co

nt
in

uo
us

ly 
co

lle
cte

d 
on

 tw
o 

im
pa

cti
on

 st
ag

es
 an

d 
a N

uc
lep

or
e

po
lyc

ar
bo

na
te 

m
em

br
an

e a
fte

r -f
ilt

er,
 fo

llo
we

d 
by

 p
ar

tic
le-

in
du

ce
d 

X-
ra

y
em

iss
io

n 
(P

IX
E)

 an
aly

sis
 fo

r m
ul

tip
le 

ele
m

en
ts.

El
em

en
ts 

of
 A

l, 
Ca

, F
e, 

Cu
, C

r, 
M

n,
 Z

n,
 C

d,
 A

s, 
Sb

, P
b,

 N
i, 

V,
 an

d 
Se

 in
ae

ro
so

l p
ar

tic
les

 ar
e c

ol
lec

ted
 in

 an
 aq

ue
ou

s s
lu

r ry
 af

ter
 co

nd
en

sin
g 

wa
ter

 o
n

th
em

. T
he

 el
em

en
ts 

ar
e a

na
lyz

ed
 b

y a
to

m
ic 

ab
so

rp
tio

n 
sp

ec
tr o

sc
op

y.

OC
 an

d 
EC

 b
y t

he
rm

al/
op

tic
al 

tra
ns

m
iss

io
n44

7

BC
 b

y a
eth

alo
m

ete
r26

2-
26

4,
27

7,
49

5

BC
 b

y p
ho

to
m

ete
r26

7,
50

9

El
em

en
ts 

by
 st

re
ak

er
36

1,
51

0-
51

2

El
em

en
ts 

by
 se

m
ico

nt
in

uo
us

 el
em

en
ts 

in
 ae

ro
so

l s
ys

tem
 (S

EA
S)

51
3-

51
5

Ba
se

d 
on

 th
e t

he
rm

al/
op

tic
al 

ca
rb

on
 an

aly
sis

 m
eth

od
,43

8  su
bs

tit
ut

in
g 

fil
ter

tra
ns

m
iss

io
n 

fo
r r

efl
ec

tan
ce

 to
 q

ua
nt

ify
 p

yr
ol

ys
is.

 P
ro

to
typ

e s
ys

tem
s w

er
e

tes
ted

 at
 E

PA
’s 

St
. L

ou
is 

an
d 

Pi
tts

bu
r g

h 
su

pe
rs

ite
s.

Us
es

 1
9.

2 
m

2 /g
 as

 in
ter

na
l c

on
ve

rs
io

n 
fac

to
r t

ha
t t

ra
ns

lat
es

 p
ar

tic
le 

ab
so

rp
tio

n
to

 B
C 

co
nc

en
tra

tio
n.

 A
 si

te-
sp

ec
ifi

c c
on

ve
rs

io
n 

fac
to

r s
ho

ul
d 

be
 ap

pl
ied

.50
8

Us
es

 n
on

-li
ne

ar
 eq

ua
tio

n 
to

 co
nv

er
t f

or
 fi

lte
r a

bs
or

pt
io

n.

Ca
n 

be
 eq

ui
pp

ed
 w

ith
 a 

dy
na

m
ic 

ae
ro

so
l c

on
ce

nt
ra

to
r t

o 
gr

ow
 p

ar
tic

les
 b

y
co

nd
en

sa
tio

n 
of

 w
ate

r v
ap

or
 to

 fa
cil

ita
te 

se
pa

ra
tio

n 
fro

m
 th

e a
ir 

str
ea

m
.

Re
qu

ire
s o

n-
sit

e o
pe

ra
to

r f
or

 sa
m

pl
in

g.
 P

ro
to

typ
e s

ys
tem

 is
 b

ein
g 

tes
ted

 at
EP

A’s
 B

alt
im

or
e, 

St
. L

ou
is,

 an
d 

Pi
tts

bu
rg

h 
su

pe
rs

ite
s.

Ta
bl

e 
3.

 (c
on

t.
)

Ob
se

rv
ab

le
   

M
ea

su
re

m
en

t P
rin

ci
pl

e
   

   
Co

m
m

en
ts



Watson

660   Journal of the Air & Waste Management Association Volume 52  June 2002

to light extinction has been extensively examined for differ-
ent U.S. regions and monitoring periods.24,243,295,412,466,519-527

Highest and lowest chemical extinctions from selected
IMPROVE sites shown in Figure 8 are consistent with most
of the previous studies and with the average spatial distri-
bution of bext,p shown in Figure 2. Figure 8a shows that a
~1 deciview difference from 31 deciviews at Great Smoky
Mountains National Park to 29.7 deciviews at Shenandoah
National Park corresponds to an extinction reduction of
~28 Mm–1, about the same as the total extinction (includ-
ing clear air) for monitors to the right of Bandelier in Fig-
ure 8a. At the other extreme, a ~1 deciview difference
between 11.1 deciviews at Bridger Wilderness and 9.7
deciviews at Denali corresponds to only a 3.75 Mm–1

change in extinction.
For the highest 1995–1999 bext, (NH4)2SO4 was by far

the largest component at eastern U.S. sites, constituting
more than 80% of bext at Great Smoky Mountains and
Shenandoah and more than 70% at Acadia. This occurred
because both SO4

2– concentrations and RH were high at

these sites compared with western locations. At the Bad-
lands, Big Bend, Chiricahua, Guadalupe Mountains,
Jarbidge, Mt. Rainier, and Redwoods sites (all of which
are west of the Mississippi River), (NH4)2SO4 constituted
about half of the highest bext, but the absolute levels were
typically 10% of the highest (NH4)2SO4 contributions in
the eastern United States. The Big Bend, Chiricahua, and
Guadalupe Mountains sites are close to the U.S.–Mexico
border and also near coal-fired generating stations and
copper smelters. Acadia, Point Reyes, and Redwoods, on
the other hand, are in coastal areas and may be affected by
SO4

2– and other soluble materials in marine aerosol.
For the five-year average, NH4NO3 was a minor por-

tion of bext at the eastern sites and exceeded 10% of the
total only at the Badlands, Pinnacles, Redwoods, Rocky
Mountains, and San Gorgonio sites. Each of these is near
cities or traffic corridors. NH4NO3 contributed 47% of the
bext at San Gorgonio, indicative of the high NO3

– associ-
ated with exceedances of the PM10 standard in the Los
Angeles area.349,528-536  In the future, NO3

– at San Gorgonio
may decrease as the South Coast Air Quality Management
District (SCAQMD) implements the first-ever NH3 reduc-
tion strategy (removing NH3-emitting dairies from the
airshed) to reduce particulate NO3

– formation.537

Contributions from organics ranged from 9% of bext

at Shenandoah to 54% at Yosemite. Although the frac-
tion was low at eastern sites, the absolute contribution of
organics to bext was still 11–20 Mm–1, higher than at sites
west of the Mississippi River. There has been much west-
ern fire activity in recent years, as reflected in the high
organic levels at the Glacier, Lassen, Rocky Mountain, and
Yosemite sites.

Soil contributions ranged from 2% of bext at
Shenandoah National Park to 27% at Canyonlands, with
the range of absolute values from 3 Mm–1 at Mt. Rainier
to 12 Mm–1 at Guadalupe Mountains. For most sites, the
absolute soil contributions were 50% of clear air scatter-
ing for days with the highest extinction. Soot contribu-
tions were smaller, ranging from 1.9 Mm–1 at Great Smoky
Mountains to 6.6 Mm–1 at Pinnacles and Yosemite. Soot
fractions of bext were as low as 2.7% at Great Smoky Moun-
tains and as high as 12.4% at Yosemite, with most sites
showing 5–10% contributions.

The lowest 20% of bext in Figure 8b contrasts with the
results of Figure 8a. Clear air scattering was the dominant
bext fraction for most of the western sites and exceeded
bext,p at 18 of the 28 monitoring sites, all of them in the
western continental United States and Alaska. Deciview
levels for the lowest 20% bext were 30–50% of those for
the highest bext days at most sites, with more dramatic
differences at the Acadia, Crater Lake, Lassen, Mount
Rainier, Redwoods, and Yosemite sites. (NH4)2SO4  bext at
the eastern sites in the lowest 20th percentile was nearly

Figure 8. Average chemical extinctions for (a) the 20% highest and (b)
the 20% lowest values at 22 IMPROVE sites from 1995 to 1999 (calculated
by IMPROVE29). Soil is the sum of PM2.5 soil and coarse-particle scattering.
Deciview equivalents are presented above each stacked bar. Sites in Figure
8a are ranked from highest to lowest extinction, and the order in Figure 8b
corresponds to the order in Figure 8a.
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10% of the value for the highest 20% bext averages. Rela-
tive contributions from organics, soot, and soil were pro-
portionally higher than for the highest 20% bext averages.
In several cases, the absolute contributions from these
components were not much lower than for the highest
20% bext averages.

Figure 9 compares the deciview visibility metric for
the average highest and lowest 20% bext with average natu-
ral bext for each of these monitors. The lowest 20% of bext

averages were comparable to the average natural condi-
tions for more than half the sites. The coastal Acadia and
Point Reyes sites showed slightly higher levels, and the
default natural conditions may not apply to them because
of the influence of marine aerosol. Even at their best (in
the lowest 20th percentile), bext levels at Great Smoky Moun-
tains and Shenandoah in the East were larger than the high-
est bext averages for 12 of the western sites in Figure 8a.

These selected sites tell only part of the story. More
detailed analyses by Malm et al.538 and others cited previ-
ously show interpolated isopleths for a large number of
sites and classify chemical components by different sea-
sons. WRAP28 and IMPROVE29 provide interactive data-
bases to examine day-to-day variations at different sites
as well as different aggregates. These analyses show that
bext is highest during summer in the eastern United States,
with (NH4)2SO4 as the major cause. This is consistent with
higher photochemical activity and lower transport dis-
tances during summer compared with other seasons.
NH4NO3 is a larger contributor to bext during winter in the
East, consistent with lower temperatures that favor par-
ticle-phase equilibrium and lower SO4

2– that frees more
NH3 for combination with HNO3. Class I areas on the
Colorado Plateau also have slightly higher bext in sum-
mer, but the summer/winter differences are not as large

as those in the East. OC and EC are often higher in sum-
mer and fall on the Colorado Plateau, consistent with the
wildfire period; SO4

2– contributions during summer are
slightly higher than wintertime levels. California experi-
ences the highest bext during non-winter months. NH4NO3

bext is higher than in other regions during all seasons, but
highest during spring and winter. The soil contribution is
highest during summer, as are contributions from OC and
EC. This is consistent with lower mixing depths during
winter in California’s populated basins and valleys that
inhibit transport to the higher elevations of Class I ar-
eas.498 The Southwest (Arizona to western Texas) shows
fairly uniform bext throughout the year, with slightly lower
values during winter. Pacific Northwest sites show bext twice
as high during summer as winter, with (NH4)2SO4 the
dominant component during all seasons. Seasonal aver-
ages of the highest and lowest 20th percentiles should be
compared for individual locations, because emissions and
meteorology cause different relative attributions to PM2.5

components. Vistas in some Class I areas might be more
or less accessible during different seasons because of
weather and fire restrictions.

Natural Visibility Conditions
Trijonis et al.26 used the following reasoning to estimate
averages of natural background concentrations specified
in Tables 1 and 4 for the East (“…up to one tier of states
west of the Mississippi…”) and West (“…the desert/moun-
tain areas of the Mountain and Pacific time zones…”):

• NH4 HSO4 (0.2 µg/m3 East, 0.1 µg/m3 West, 200%
uncertainty). Placet and Streets561 attributed 3%
of eastern U.S. sulfur emissions to natural sources.
This multiplied by 5–10 µg/m3 of SO4

2– in the non-
urban East and 1–2 µg/m3 average concentrations
in the non-urban West during the 1970s and
1980s yielded approximate natural background
levels that were consistent with reported levels
at remote locations. Lawson and Winchester562

summarized background measurements from re-
mote Southern Hemisphere sites ranging from
0.04 to 0.6 µg/m3 SO4

2– (no NH4
+) with typical

concentrations of 0.1–0.3 µg/m3. Shaw563 esti-
mated 0.15–0.4 µg/m3 SO4

2– levels in central
Alaska, and Maenhaut et al.564 measured an aver-
age of 0.2 µg/m3 SO4

2– in Antarctica.
• NH4NO3 (0.1 µg/m3 East, 0.1 µg/m3 West, 200%

uncertainty). These concentrations were compa-
rable to values in rain forests where natural NOx

emissions from soils might be high. Fine and
coarse particle NO3

– at remote locations565,566 were
0.2–0.4 µg/m3, and half of this might be coarse
NaNO3. It was speculated that natural NO3

–

should be higher in the East because of more soil

Figure 9. Comparison of the average highest 20%, average lowest
20%, and average natural conditions bext at selected IMPROVE sites
for 1995–1999. Annual average natural visibility conditions are from
EPA,32 and highest and lowest averages are from IMPROVE.29 Variability
in natural bext at different sites is caused by f(RH) differences.
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NOx emissions, but Trijonis et al.26 “…arbitrarily
assume the same concentration for the east and
west.”

• Organics (1.5 µg/m3 East, 0.5 µg/m3 West, 200%
uncertainty). Measurements of contemporary car-
bon (by 14C dating) under clean western conditions
showed upper limits of 1.0–1.5 µg/m3 in California’s
Mohave desert.567,568 Limited organic speciation
measurements showed non-petroleum organic con-
centration averages of 0.2–0.3 µg/m3,569 assuming
half of the non-petroleum organics were extract-
able for analysis. Higher terpene emissions from
plants and trees in the East suggested a higher natu-
ral contribution. A 1.5 multiplier was applied to a
1.0 µg/m3 OC estimate for the East and to a ~0.33
µg/m3 OC estimate for the West.

• Soot (0.02 µg/m3 East, 0.02 µg/m3 West, 200–
300% uncertainty). BC measurements at remote
sites ranged from 0.006 to 0.04 µg/m3.570,571 Wild-
fires were assumed to be the only natural source
of soot. Wildfires were ~2.8% of U.S. annual pri-
mary particle emission estimates, and scaling
this to 0.2–1.0 µg/m3 U.S. non-urban EC mea-
surements523,572,573 yielded a range of 0.005–0.03
µg/m3, consistent with remote site measure-
ments. The selected 0.02 µg/m3 for soot was
within these ranges.

• Soil (0.5 µg/m3 East, 0.5 µg/m3 West, 150–200%
uncertainty). Trijonis et al.26 stated “…it is diffi-
cult, if not impossible, to calculate…how much
is natural wind blown dust versus how much is
anthropogenic dust…we will arbitrarily assume
that half of current fine soil concentrations are
natural….”  This was applied to a typical fine soil
level of 1 µg/m3.523,539,574

• Coarse particles (3.0 µg/m3 East, 3.0 µg/m3 West,
150–200% uncertainty). The lower end of 3–10
µg/m3 measurements of coarse mass at non-urban
sites was selected.

• Liquid water (1.0 µg/m3 East, 0.25 µg/m3 West,
200% uncertainty). These values were based on
11 µg/m3 of liquid water using Tang’s374 growth
curves associated with an average aerosol com-
position in the non-urban East of 9 µg/m3

NH4HSO4, 1 µg/m3 NH4NO3, 4 µg/m3 organics,
1 µg/m3 soot, and 1 µg/m3 soil.539 When scaled
to the natural background levels cited previ-
ously, the minimum is 0.3 µg/m3 of liquid wa-
ter with uptake only by sulfates and nitrates and
1.6 µg/m3 with equal uptake by all components.
The 1-µg/m3 amount is about the midpoint. For
the West, lower SO4

2– and NO3
– mass levels and

RH resulted in a lower estimate.

Trijonis et al.26 did not have sufficient information to
develop more precise estimates than typical values, although
they recognized that “Natural background visibility
will…vary with season, daily meteorology, and geography.”
They also estimated 12 Mm–1 for clear air scattering of 550-
nm-wavelength light in the East and 11 Mm–1 in the West,
much of which is at higher elevations with lower air densi-
ties. The 10 Mm–1 assumed for clear air conditions in Table 1
corresponds to ~570 nm incident light at sea level and ~20 °C
(see Table 2).286,575  The 10 Mm–1 in the denominator of the
deciview formula (see Table 1) needs to be replaced by these
values for an equivalent conversion to the deciview scale.
Trijonis et al.26 also assumed extinction efficiencies of 2.5
instead of 3 m2/g for NH4HSO4 [(NH4)2SO4 is used in the
guidance32] and NH4NO3, 3.75 instead of 4 m2/g for organ-
ics, 10.5 instead of 10 m2/g for soot, 1.25 instead of 1.0 m2/
g for soil, a constant 5 m2/g instead of f(RH) for liquid water,
and the same 0.6 m2/g for coarse particles. Their estimates
of average natural visibility conditions for the East were 26
± 7 Mm–1 natural bext with 12 Mm–1 from clear air (equiva-
lent to 7.7 deciviews in a range of 4.6–10.1 deciviews), and
those for the West were 17 ± 2.5 Mm–1 natural bext with 11
Mm–1 from clear air (equivalent to 5.7 deciviews in a range
of 4.4–8.0 deciviews). Annual averages in EPA32 range from
4.30 deciviews at Saguaro Wilderness in Arizona to 7.85
deciviews at Breton Wilderness in Louisiana; differences
among sites are caused by f(RH) differences.

Trijonis et al.26 applied the following three indepen-
dent methods to estimate natural background: (1) scaling
of natural to total annual emissions in inventories and mul-
tiplication of this fraction by non-urban chemical concen-
trations, (2) evaluating measurements at remote locations,
and (3) using natural source markers to apportion their
contributions. These were reasonable approaches, but the
data available to apply them were limited. Better informa-
tion exists today, and methods to acquire and analyze it
have improved in the past decade. Given the importance
of natural visibility conditions as a national goal, this topic
merits a thorough examination of existing information and
systematic experiments to provide a more scientifically rig-
orous approach than that of EPA.32 Some promising areas
that might be pursued are outlined in the next sections.

Emission Scaling.  Annual emission scaling will not work
because many natural events are episodic or seasonal. Sev-
eral of these emissions are from outside U.S. borders and
are not part of the normal inventory process. Others, such
as wildfires or windblown dust, might occur very close to
the monitor and may or may not affect a large region.
Averages used in EPA32 do not reflect the variability that
Trijonis et al.26 imputed to their annual averages, let
alone the variability expected from diurnal and seasonal
differences in natural background levels.
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Figure 10 shows examples of short-duration natural
emission events that are clearly detectable from IMPROVE
measurements and can be independently corroborated.
The April 1998 Asian dust event in Figure 10a was de-
tected at Yosemite National Park and other western loca-
tions,576-578 in other countries,579-581 and by satellite.582

Global-scale models simulated its arrival time in the
United States and estimated the magnitude of its effects.583

This particular event was the dominant cause of some of
the worst haze of the year in the western United States
and was beyond the control of any U.S. authority. Simi-
lar episodes of Saharan dust have been detected in the
eastern United States,395,584 the Gulf Coast,585 and even
the Midwest.586 Although storms of this magnitude are
not common, smaller storms are detectable many times
per year.587

Fires are a major source of OC, EC, and many com-
pounds that might absorb liquid water. Figure 10b com-
pares fire activity with OC and EC concentrations at

Yosemite, and there is a reasonable correspondence. No
attempt has been made in this illustration to examine
the proximity and timing of wildfires related to specific
Yosemite samples. Historical fire records are incomplete,
but they are improving. Projects to track the timing, loca-
tions, spatial extent, and magnitude of natural and an-
thropogenic fires by common reporting methods and
satellite imaging are underway,588-592 as is the development
of methods to estimate their emissions.593 These efforts
should determine whether fires are of natural origin.
WRAP594 suggests that natural fires include (1) fires started
by natural causes such as lightning, (2) prescribed fires
that maintain an ecosystem (because these would even-
tually become wildfires that would have higher emissions
and might be more difficult to control), and (3) Native
American religious and cultural burning. Debris clearing,
agricultural burning, ecosystem restoration (i.e., burning
of brush from previously suppressed fires), arson, acci-
dental fires, campfires, and residential combustion would
be considered anthropogenic. There is some debate about
classification of agricultural fires for which there is no
alternative to burning. It is important that fires be classi-
fied at the time of burning so that their natural or an-
thropogenic impacts on haze can be determined.

A large amount of unnatural biomass has accumulated
on many U.S. public lands because of aggressive fire sup-
pression during the past 100 years. Current understanding
of forest ecology is that natural burns are necessary for the
health of the forest. With high fuel levels, however, con-
flagrations can destroy entire forests rather than cleanse
them. As a result, there will be increasing application of
controlled burns during coming years to restore ecosys-
tems to pre-suppression biomass loadings. This probably
will obscure detection of downward trends until an equi-
librium is attained that requires burning only for ecosys-
tem maintenance. Initial attempts are being made to assign
causes to fires so they can be tracked as natural or anthro-
pogenic. The classification categories shown in Figure 11
demonstrate that most of the fires in the represented states
were of natural origin (e.g., lightning).

Concentrations at Remote Locations.  A large number of stud-
ies at remote locations have been reported, but they lack
concurrent measurements of the six major chemical com-
ponents listed previously. Surface measurements are avail-
able from Antarctica, above the Arctic Circle, Atlantic and
Pacific islands, marine vessels, and aircraft flights over the
ocean and through clean continental air masses. Table 4
summarizes results from several of these studies but is by
no means exhaustive of the literature that awaits review
and evaluation. In most cases, investigators attempted to
discern polluted and non-polluted air masses and classi-
fied their samples to estimate global-scale background with

Figure 10. (a) Elemental concentrations from the Yosemite IMPROVE
site surrounding an April 1998 Asian dust transport event. (b) Monthly
average OC and EC concentrations at the IMPROVE Yosemite site
with monthly average wildfire areas in California, Oregon, Washington,
Idaho, and Nevada. Concentration data from IMPROVE.29 Fire data
from the National Fire Occurrence geographic information system
database (courtesy of Roger Ames, Cooperative Institute for Research
in the Atmosphere, Ft. Collins, CO).
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minimal interference from nearby sources and continen-
tal transport. Most of the studies measured SO4

2– or BC;
measurements of NO3

–, NH4
+, OC, and soil concentrations

are sparse.
SO4

2– concentration ranges include natural back-
ground estimates in Trijonis et al.,26 but they show global
concentrations to be highly variable.595,596 Even in Ant-
arctica,542,543 the non-local global (NH4)2SO4 equivalent
global background was ~0.4 µg/m3 with substantial day-
to-day variability. Levels were somewhat higher at the
Mauna Loa Observatory,554,555 which is usually above the
marine layer that collects local pollutants. Polluted Asian
air often is observed at that site, however. Aircraft mea-
surements show decreasing SO4

2– concentrations with el-
evation, and it is only at high elevations (>8 km) that
averages of 0.2 µg/m3 SO4

2– are approached.558-560 Back-
ground measurements probably are influenced by anthro-
pogenic as well as natural S emissions, but U.S. emissions
are a minor fraction of the global totals. SO4

2– levels often
are found to be higher during summer because of more
photochemical activity and greater emissions of
dimethylsulfide (DMS) from marine microorganisms, the
major source of natural atmospheric S.550,597

BC concentrations are widely variable, probably in-
dicative of the measurement method as well as natural
fluctuations.548,598 BC levels are 0.05 µg/m3 in the Arctic
and Antarctica when local and transported sources are ex-
cluded. Levels in the free troposphere of the Southern
Hemisphere and at islands in the southern Indian Ocean
are less than 0.02 µg/m3, especially during summer nights
when minimal transport occurs. On the other hand, when
fires are present, even those thousands of kilometers dis-
tant, BC or EC concentrations can be much higher than
those found at IMPROVE sites. The situation is similar for

OC. Arctic and Antarctic measurements do not adequately
represent contributions from natural fires or formation
of secondary organic compounds. NO3

– and soil concen-
trations vary widely depending on specific events. Remote
concentrations can be very high or very low, depending
on location within or outside of a global dust storm.

To provide an average global background, the Denali,
AK, IMPROVE site is the most remote from U.S. conti-
nental sources and no worse a representative of global
background levels than the locations summarized in Table
4. The site has a long-term record and acquires measure-
ments comparable to other IMPROVE monitors. Average
concentrations for 1999 were 0.43 µg/m3 for (NH4)2SO4,
0.05 µg/m3 for NH4NO3, 0.4 µg/m3 for organics, 0.09  µg/m3

for soot, 0.17 µg/m3 for soil, and 2.4 µg/m3 for coarse
mass.29 These averages exceed those reported by Trijonis
et al.26 for (NH4)2SO4, soot, and organics, and are lower for
NH4NO3, soil, and coarse mass. Of course, this site did
not experience the fires, dust storms, marine intrusions,
and secondary organic aerosol (SOA) formation of lower-
latitude sites, and it is snow-covered for much of the year.
Nevertheless, the Denali site averages illustrate the diffi-
culty of trying to relate any long-term average from so-
called remote sites to natural conditions for a specific time
and place.

Natural Source Markers.  Vegetative burning has the best
possibility of being separated from other OC and EC
sources because of its complex composition.318,551,599-638  The
ratios of water-soluble to total potassium and of OC to
EC indicate the presence and magnitude of burning, but
they are too variable in the source material to enable a
quantitative apportionment. A large set of different veg-
etative burning markers is needed to determine contribu-
tions to OC and EC, despite the current popularity of a
particular one; retene was hailed as a magic bullet in the
1980s,602 while levoglucosan is enjoying a current surge
of support.605,625,630,631,639,640 Variability among source pro-
file abundances is attenuated as the number of marker
concentrations increases.18,641,642 Some organic compounds
are unique to specific types of woods and possibly burn-
ing conditions.634,635,643 Even with this specificity, however,
vegetative burning can only be classified as natural or
anthropogenic by comprehensive tracking of burn emis-
sions, as described previously.

Plant waxes, spores, pollens, and endotoxins also
show potential for detection and quantification as part of
the OC contribution.607,644-660 Although several of these
may have a coarse-particle geometric diameter, their low
densities may cause a substantial portion to be measured
in the PM2.5 fraction with a subsequently higher-than-
deserved contribution to bext. Their contributions are likely
to be episodic rather than constant throughout the year.

Figure 11. Area burned from 1991 to 1996 classified by the cause of
the fire for California, Oregon, Washington, Idaho, and Nevada. Data
from the National Fire Occurrence geographic information system
database (courtesy of Roger Ames, Cooperative Institute for Research
in the Atmosphere, Ft. Collins, CO).
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Frits Warmolt Went (1903–1990) elucidated the for-
mation of organic particles from VOCs emitted by plants
and trees,661,662 while his collaboration with Arie Haagen-
Smit (1903–1977) produced an understanding of haze as-
sociated with anthropogenic VOC emissions via the
formation of photochemical smog.663 With exposure to
light and other pollutants, some heavy hydrocarbons
(typically those containing more than seven carbon at-
oms) oxidize to form compounds that have lower vapor
pressures. When the atmosphere is saturated, these va-
pors can nucleate on their own, just as water vapor does
at RH > 100%, or they can condense on existing particles.
Once a condensed layer forms, even organic vapors that
have not achieved saturation can be further attracted to
the particle’s surface.664,665 The amount of SOA contrib-
uted by different, directly emitted hydrocarbons often is
simulated in models by assigning an aerosol yield to pri-
mary hydrocarbon emissions, with the yield determined
by smog-chamber simulations.666,667 Photochemical
mechanisms are being identified668 and incorporated into
computer codes,669 but the large number of organic pre-
cursors, end products, and pathways (many of them cur-
rently unknown) and a dearth of thermodynamic
constants for the compounds that have been identified
will make this an important atmospheric research topic
for years to come.396 Despite these complications, there
are some organic compounds that can be specifically re-
lated to their monoterpene and sesquiterpene biogenic
precursor VOC emissions. Other, distinct, particulate com-
pounds result from anthropogenic (mostly aromatic) or-
ganic gas precursors that can be used to separate their
particles from natural SOA. Richard et al.396 elaborate on
these marker species and identify the new science needed
to apply them practically.

Applying organic groupings typical of natural and an-
thropogenic organics from primary and secondary origins
to samples from the Grand Canyon in August 1989,
Mazurek et al.670 found small contributions from motor
vehicle exhaust and better consistency with freshly emit-
ted and partially oxidized monoterpene, sesquiterpene,
and diterpene compounds from biogenic VOC emissions.
The quantified organic compounds were a relatively small
fraction of the total OC, however, and more definitive
attributions await a better understanding of the entire OC
mixture in both source emissions and at receptors.

Perry et al.395 found evidence of Sahara dust intru-
sions at IMPROVE sites in Ca enrichments and higher
coarse mass concentrations. Soil properties other than
commonly measured elements might distinguish between
different origins, some of which might be natural or from
emissions outside of U.S. borders.116,579,671-697 These include
ultra-low detection of trace elements; isotopic abundances;
mineralogy; microscopic characteristics; magnetic properties;

and coexistence with microbes, DNA, and pesticides.
As with fires, more specific source attribution would
need to be coupled with records of fugitive dust emis-
sion events and transport to classify them as natural or
anthropogenic.

Different isotopic abundances for S, N, and O have
been examined to determine source origin for sulfates
and nitrates.540,698-736 Several of the investigators believe
isotopic abundances can be used to separate natural
contributions from those with anthropogenic origins.
Measurement of isotopic variability in natural and an-
thropogenic emissions is insufficient, however, to deter-
mine the extent to which this might adequately separate
contributions of natural and anthropogenic sources in
Class I areas. Better proven is use of heavy-element
isotopes to estimate air mass origins and aging.737-752 This
method would be useful for quantifying natural contri-
butions as well as tracking global anthropogenic emis-
sions of primary and secondary aerosol.

More systematic work is needed to identify and quan-
tify natural source markers. Known markers need to be
tabulated to determine which occur in primary natural
and anthropogenic emissions and with what abundances.
Markers that retain their stability during transport between
source and receptor, or those for which changes can be
reliably simulated, need to be selected. Then, available or
emerging measurement technologies that might be prac-
tically implemented in a large network need to be speci-
fied to determine what type of sampling and detection
limits are needed for valid measurements.

Future Estimates of Natural Visibility Conditions.  EPA32 con-
cedes that the Trijonis et al.26 estimates are inexact and
that more precise methods are needed. EPA32 also states,
however, that these approximations are adequate for set-
ting initial 10-year goals. The exception to this argument
is the case of natural events, such as those illustrated in
Figure 10, for which haze would not be extreme in their
absence. Very large impacts on a few days or moderate
increments on otherwise good visibility days might put
more of these samples into the highest 20th percentile,
positively biasing the average and directing emission re-
duction efforts more toward fugitive dust and OC sources
than toward other anthropogenic emissions.

Ultimately, some combination of event-specific emis-
sion estimation and natural source markers will be needed
to determine contributions to natural sources for specific
cases. Continued evaluation of measurements at remote
locations will provide some justification that background
levels are within a reasonable range, but these measure-
ments do not represent the variability in natural visibil-
ity conditions that is likely to occur in Class I areas. Several
decades will pass before these methods will require widespread
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application, but the effort to put them in place needs to
begin today if they are to evolve into cost-effective proto-
cols that can be implemented in a long-term monitoring
network.

EMISSIONS THAT CAUSE HAZE
The Rule and Table 1 guidance explicitly or implicitly use
emission estimates for several purposes that are not always
compatible with each other. These include the following:

• Baseline conditions and trends. The 2000–2004
20% highest bext levels are presumed to be caused
by emission estimates referenced in the Rule and
Table 1, and improvements will be tracked against
them. Long-term effectiveness of emission reduc-
tions will be judged by the correspondence
between decreasing emissions and decreasing am-
bient concentrations of the species to which they
are related.

• Emission trading and taxation. The current SO2

allowance programs may be fine-tuned to spe-
cific source areas for regional caps, and overall
national caps may be reduced. Availability of ac-
curate and accountable emission data from other
sources would allow extension of this concept to
other pollutants and emitters.

• New source review and permitting. Potential
emission rates and primary particle profiles are
used to estimate the extent to which new sources
will cause perceptible impairment. These will be
placed in the context of other sources for the
FLAG146 cumulative effects analysis.33

• Source attribution for current and future condi-
tions. Source and receptor models will be applied
with emission estimates to determine the causes
of current conditions and select emission reduc-
tion strategies. Chemical source profiles, the mass
fraction of major and minor components in pri-
mary mass emissions, will be applied to category-
specific primary emission rates to provide speciation
for organics, soot, soil, sulfates, and nitrates. Source
profiles with markers for more specifically defined
emission categories will be used in receptor mod-
els. Speciated VOC profiles also are needed to esti-
mate secondary aerosol formation and to
apportion primary VOCs to sources.

The U.S. National Emissions Trends (NET)753 estimates
are compiled and published annually for SO2, NOx, VOC,
CO, PM10, PM2.5, and Pb to track nationwide progress to-
ward air quality goals. Over the long term, a definite rela-
tionship exists between decreasing emissions and the
frequency and magnitude of NAAQS exceedances.753 Rela-
tive accuracy is more important than absolute accuracy
for comparison among different states and years, so national

databases of source activities and representative emis-
sion factors multiplied by those activities are used when
source-specific data are unavailable. Emissions are usu-
ally calculated by state and allocated to counties based
on surrogates (e.g., population, roadway miles) for the
specific activity.

Emission estimates from large, permitted, and sta-
tionary sources are more accurate than mobile and area
source estimates, especially for stationary sources that
operate CEMs. Figure 12 shows CEM traces from two coal-
fired generators and illustrates some of the limitations
of using gross activity estimates and generic emission
factors. Station 1 is running in baseload condition,
whereas Station 3 is supplying peaking power with vari-
able coal-consumption and emission rates. The differ-
ence in control technologies results in different emissions
per unit of power. Even at a constant load, there are dif-
ferences in SO2 emission rates, probably caused by
changes in coal composition, combustion conditions,
and after-exhaust control efficiency. These data are more
detailed than needed to determine annual trends or as a
basis for emission trading, but they do have the tempo-
ral variability desirable for episodic source attribution.
For the source categories where they are employed, CEM-
based SO2, NOx, and PM (opacity) emission estimates are
preferred over other estimation methods.

U.S. Emissions
Figure 13 summarizes U.S. NET estimates for SO2, NOx,
and PM2.5. Year 2000 emissions are used in the following
discussion to approximate current emissions. Figure 13a
shows that SO2 emissions have been decreasing since 1970;

Figure 12. Example of in-stack continuous emission monitoring
(CEM) for coal-fired generating stations with a limestone SO2 scrubber
(Station 3) and without flue gas desulfurization (Station 1).131 CEM
measurements for SO2 and sometimes NOx, CO2, and opacity are
available for more than 2500 generating facilities.754 Accurate
measurement of these emissions is the basis for emission cap and
trade programs.
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combustion, obtains only 35% of its SO2 emission from
coal, with 21% from residual oil, 6% from distillate oil,
5% from internal combustion engines (presumably die-
sel), 1% from natural gas, and the remainder from other
unidentified fuels. SO2 emissions from industrial com-
bustion decreased by 37% since 1970 but have fluctu-
ated from year to year; 2000 emissions are nearly the
same as those of 1980 with higher emissions in inter-
vening years.

The third largest category, and one that is growing, is
non-road engines. Diesel engine SO2 emissions constitute
35% and marine vessels contribute 59% of the 1.3
Tg/year from non-road sources. Diesel engines are in wide-
spread use for farming and construction equipment, por-
table generators, and pumps as well as a variety of other
purposes. Also in this non-road category are off-road gaso-
line engines, aircraft, and railroads. Military uses, which
usually involve higher-sulfur jet fuel rather than diesel
fuel, do not appear to be explicitly quantified, possibly
because of national security considerations.

On-road vehicle emissions contribute less than 25%
of non-road SO2 emissions with 40% from diesels and
the rest from gasoline engines. Sulfur in gasoline con-
tinues to decline to prolong the life and effectiveness
of catalytic converters, and the S standard for on-road
diesel fuel will be lowered from 500 to 15 ppmw by
2006.755-757 On-road vehicle emissions are less than half
their 1975 SO2 maxima of ~0.6 Tg/year, which was about
when catalytic converters and modern unleaded fuels were
being phased into the vehicle fleet. These reductions oc-
curred despite the large growth in distance traveled and
fuel consumed.

Other fuel combustion is mostly from commercial
and residential cooking and heating. Fuel sources for
this category include 0.18 Tg/year from coal and 0.23
Tg/year from oil, which is not separated into residual
and distillate oil. The most dramatic SO2 emission re-
ductions were realized by the metals processing indus-
try, which was dominated by copper smelting. From
3.2 Tg/year of SO2 emissions in 1970, copper smelters
emitted only 0.09 Tg/year in 2000. Steel production
emissions also were reduced substantially from 0.65 Tg/year
in 1970 to ~0.01 Tg/year in 2000. Other industrial catego-
ries have similarly low emissions compared with coal-
burning electrical generation, industrial fuel combustion,
and non-road engines.

Whereas SO2 emissions have declined, Figure 13b
shows that NOx emissions have increased from 18 Tg/year
in 1970 to 22 Tg/year in 2000. Year 2000 NOx is 54% from
on-road and non-road engines, with non-road account-
ing for 39% of this fraction. Non-road emissions have grown
more than any other category, with 3.3 Tg/year from diesel
exhaust (including railroads and non-military aircraft).

Figure 13. U.S. emissions of (a) SO2, (b) NOx, and (c) PM2.5 for major
source categories from the NET inventory. (Updated emissions table
provided by Mr. Thompson Pace of EPA and supplemented with 1970
and 1975 emissions data from EPA.753)

2000 emissions of 16.5 Tg/year were 40% lower than 1970
levels of 28 Tg/year. Year 2000 electrical generation emit-
ted 63% of the total, with 94% of that from coal combus-
tion. The effect of Title IV Phase I reductions is seen in
1995, and more reductions are anticipated as a result of
Phase II implementation after 2000 (8.95 million tons cor-
responds to ~8.12 Tg). Utility contributions from residual
oil, distillate oil, and natural gas combustion are 0.45, 0.46,
and 0.007 Tg/year, respectively, far lower than those of
coal. The next largest emission category, industrial fuel
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Construction equipment (1.1 Tg/year diesel), farming
implements (0.8 Tg/year diesel), and ships (0.9 Tg/year
residual oil) are the largest non-road NOx emitters. The
remaining 0.45 Tg/year is mostly from gasoline engines,
constituting less than 10% of non-road emissions. Of the
on-road fraction, 41% is from diesels, with the remainder
from gasoline engines.

The next largest NOx category results from electrical
generation, constituting 22% of the total. These emissions
increased somewhat in the 1980s but show declines re-
lated to application of the CAA Title IV requirements af-
ter 1995. Coal-fired boilers account for 88% of these
emissions; residual oil accounts for ~3%, with the remain-
der from natural gas and distillate oil. Other industrial emit-
ters produce only 12% of their NOx from coal combustion,
with slightly more than twice that fraction deriving from
natural and process gas. Residual oil combustion contrib-
utes only ~3% of the NOx from electrical generation. NOx

from other combustion sources includes variable amounts
from the same sources identified for SO2 emissions.

Primary PM2.5 emissions in Figure 13c have a wider
diversity of emitters than SO2 and NOx, which are domi-
nated by some form of combustion. Anthropogenic fugi-
tive dust (e.g., road dust, construction, agriculture) is
estimated to be the source of nearly 50% of the PM2.5.
Although annualized averages of wind erosion events were
included in previous NET inventories,758 this has been dis-
continued because of the episodic nature and limited geo-
graphical extent of dust events. Vegetative burning (e.g.,
wildfires, waste burning, residential combustion) contrib-
ute 2.4 Tg/year, ~34% of the total PM2.5. Wildfire emis-
sions are variable from year to year, but emissions from
residential wood combustion and prescribed burns have
declined. PM2.5 emissions have been compiled only re-
cently, and long-term trends are not yet discernible.

Non-road engine exhaust contributes ~5% and on-
road engine exhaust constitutes ~3% of total PM2.5 emis-
sions. When on-road and non-road emissions are
combined, diesel exhaust contributes ~5% of PM2.5 from
all sources, while gasoline engines constitute ~3%. Residual
oil combustion contributes <1% of all PM2.5 emissions,
and only 0.002 Tg/year are attributed to oil-fired generat-
ing stations, with the remainder about equally split be-
tween marine vessels and industrial fuel combustion.
Fluidized catalyst crackers in refineries, which produce
0.007 Tg/year of PM2.5, allow heavy oil to be turned into
more profitable products, and the use of residual oil for
power generation has been declining. Most point source
emissions are low, reflecting the effectiveness of opacity
regulations and pollution control devices (e.g., precipita-
tors, baghouses) installed on most modern facilities.759-761

Although not shown, PM10 emissions are similar in ab-
solute magnitude to PM2.5 emissions for all sources except

fugitive dust, reflecting the origins of different particle
size modes in Figure 5. Total PM10 emissions are ~23
Tg/year, with ~80% of these from fugitive dust emitters.
VOC emissions take part in the photochemical transfor-
mation of SO2 and NOx to sulfates and nitrates, and some
of the heavier compounds acquire oxygen atoms and con-
dense into or onto particles. Of the ~18.5 Tg/year of an-
thropogenic VOCs, ~25% are from on-road and ~17% from
non-road engines. Solvent utilization accounts for ~24%,
followed by 13% miscellaneous sources (mostly fires), 6%
petroleum transport and storage, 3% waste disposal, 2%
petroleum industries, 2% chemical manufacturing, and
the remainder from different forms of fuel combustion
and metal processing. VOC emissions have decreased by
~35% since 1970. NH3 emissions of ~4.5 Tg/year are ~90%
from crops and livestock, with the rest distributed among
mobile (including vehicles, humans, and pets) and sta-
tionary sources.

Large spatial differences in the geographic distribu-
tion of emissions can be examined with EPA’s interac-
tive AIRData system754 by generating state, county, and
point source maps. For SO2, county maps show high
emissions in the Ohio River Valley, along a southwest-
to-northeast belt west of Houston, TX; around Birming-
ham, AL; and in various western counties with coal-fired
generating stations. NOx and PM2.5 are highest in those
counties with large population centers and are more
evenly distributed geographically than SO2 emission.
These maps also reveal regional differences in emission
trends, with some areas showing increases in SO2 despite
the downward national trend.

Global Natural and Anthropogenic Emissions
Table 5 compares year 2000 aggregate U.S. emissions with
global estimates from natural and anthropogenic sources,
as well as with available measurements from Canada and
Mexico. Although U.S. national emission estimates con-
tain inaccuracies that are discussed in the next sections,
they are much better than other Table 5 estimates. Global
emissions merit their own review, and Table 5 should not
be considered comprehensive. The fact that it was diffi-
cult to assemble these estimates illustrates the lack of stan-
dardization in defining and reporting conventions as well
as widely dispersed emission information. Global bio-
mass burning, for example, is one of the largest sources
and has both a natural and an anthropogenic component,
but there is no convenient way to separate the two with
available information. Emissions in Table 5 are for differ-
ent base years or for composites of several years. They do
not reflect recent trends that might increase or decrease
emissions. Mexico’s emissions include only those from
six of its largest cities, thereby omitting several large
industrial emitters located outside of urban areas. Mexico’s
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largest coal-fired generating stations, Carbon-I and Car-
bon-II, are located near Eagle Pass, TX, and have a com-
bined SO2 emissions potential of 0.2 Tg/year, more than
the total listed for all of Mexico in Table 5.

For primary particles, fugitive dust is the largest natural
emissions source, and global natural and anthropogenic fu-
gitive dust emissions overwhelm those from other emitters.
Major dust-producing regions are semi-dry and arid lands
extending from west Africa767 to northern China.694 Austra-
lia also contains large dust sources,775 as do many of the
plowed lands776 and dry lakes777,778 in North America. Events
at one or more of these locations are observed from 15 to 80
days per year. These emissions are so massive that even when
vast quantities settle to the surface, there is still ample mate-
rial to produce detectable levels around the world (see Fig-
ure 10a). The ocean is the second highest natural emitter of
primary particles (in the form of sea salt), and this source also
dwarfs worldwide and North American particle emissions.

Liousse et al.549 estimated that most fires are to clear
land for new or existing crops and are therefore anthropo-
genic in origin. Savannas and tropical forests account for
~30 Tg/year of biomass burning, some of which is natural
but most of which is anthropogenic in origin. Recent fires
in Mexico631 and Indonesia779 were of natural origin with
detectable effects over large regions. The frequency and in-
tensity of global fires and their year-to-year variability have
not been reported. There are consistent emissions from vents
and fumerols, but volcanic emissions are most noticeable in
the weeks after a major eruption.780 The ash is injected so
high into the atmosphere that it persists for weeks after the
eruption, with a subsequent effect on atmospheric optical
properties. Emissions from biological debris also are an im-
portant fraction of the global total.

For gaseous precursors, SO2 emissions are dominated
by global anthropogenic sources with most of the bio-
genic fraction from DMS and hydrogen sulfide (H2S) over
the oceans.781-785 DMS and H2S oxidize rapidly to SO2,
whereas natural carbonyl sulfide emissions change very
slowly.786 Natural S emissions are believed to increase dur-
ing warmer weather.787 Biomass burning also can be a sub-
stantial source of gaseous S emissions.788

Most of the natural NOx emissions derive from light-
ning789-792 and soil.770 Global NOx is dominated by an-
thropogenic emissions. Global VOC estimates are highly
variable, with most natural emissions deriving from bio-
genic sources.793-795 Global anthropogenic VOC estimates
can be much higher or lower, depending on how the
estimates are made. Global NH3 emissions can be clas-
sified as natural or anthropogenic, depending on how
domesticated animals and crops are classified. Most of
the natural CO is from biomass burning, with most of
the anthropogenic CO from non-industrial combustion
and transportation.

Noting the previously stated incompleteness of the
Mexican values, Canadian and Mexican emissions are only
fractions of U.S. emissions. NARSTO22 specifies the efforts
needed to bring North American emission estimates into
harmony, which will be required for evaluating progress to-
ward regional haze reduction and other U.S. air quality goals.

The broader implication of the comparisons in Table
5 is that, while U.S. emissions must decrease to attain re-
gional haze goals, the proportion of global emissions af-
fecting background levels will rise unless there is a
corresponding maintenance or decrease in worldwide
emissions. Wolf and Hidy764 predict that by 2040, coal
combustion worldwide will increase from 2 to 5 times
1990 levels, with a consequent increase in global anthro-
pogenic SO2 emissions. They estimate that primary PM
and SO4

2– equivalent mass emissions will rise from 240
Tg/year in 1990 to 350–675 Tg/yr in 2040, with U.S. emis-
sions remaining the same at ~22 Tg/year. These estimates
exclude growth in biomass burning (which must reach
an equilibrium at some time) and particulate NO3

–. If the
Wolf and Hidy764 emission growth scenarios occur, then
higher global background levels will set a higher limit than
the estimated natural conditions of Trijonis et al.26 Even
with zero U.S. emissions, these natural visibility levels will
be unachievable.

Speciation Profiles
Inventories report primary particle emissions as mass con-
centrations rather than as the organics, soot, and soil frac-
tions needed to estimate extinction. The same applies to
VOCs that need to be divided into reactive categories (for
modeling) and marker species (for source apportionment).
Although most of the SO4

2– and NO3
– particles are from

primary gaseous SO2 and NOx emissions, a portion de-
rives from primary emissions. Source profiles, the frac-
tional mass of each chemical component in the source
emissions, can be multiplied by the PM2.5 and PM10 emis-
sion rates from each source category to create a speciated
emission inventory. These profiles are used in receptor-
oriented source apportionment models152,796-799 to quan-
tify contributions when marker species, such as those
discussed previously, also are measured in ambient air.
These profiles are meant to represent a source category
rather than individual emitters. The number and mean-
ing of these categories depend on the similarity of pro-
files among different source types, which in turn depends
on which properties are quantified. Elements, ions, and
carbon fractions similar to those of IMPROVE samples are
most commonly measured, and several of these profiles
have been compiled.18,132,800-819 EPA820 created a convenient
software package (SPECIATE) for managing source
profiles, but the database has not been updated with
post-1990 measurements. This software also needs to
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(1) accommodate a wider range of emission properties
than elements, ions, and carbon fractions; and (2) sum-
marize the source test methods and source characteristics
associated with the profiles.806,815

Source profiles from one time and place do not nec-
essarily represent those that affect a receptor sample at
another time and place. This is especially the case for mo-
bile source emissions from gasoline and diesel engines.
Lead, bromine, and chlorine from tetraethyl lead addi-
tives once allowed vehicle exhaust to be clearly separated
from other PM sources. With Pb no longer added to gaso-
line78,821,822 except for civil aviation and some specialty uses,
the OC-to-EC ratio is the most important indicator of
vehicle exhaust contributions—yet there are many other
OC and EC sources that may have similar ratios.

Average source profiles often are criticized for not con-
taining enough samples. This is a valid criticism, because
more tests are always better. The same criticism applies to
most of the default emission factors in AP-42.823 More size-,
location-, source-, and species-specific source profiles and
emission factors should be obtained and used when re-
sources permit. These more relevant data should be used
in place of those from AP-42 or SPECIATE default values
whenever they are available.

Figure 14 shows some examples of recent combus-
tion source profiles. The refinery process gas boiler emits
mostly OC and EC with ~4% primary SO4

2–. Most of the
elements are not in the fuel and probably result from
metals and firebrick in the boiler and its associated duct-
ing. The coal-fired boiler profile contains a wide variety
of elements representing the composition of the ash,
which is often a few percent of the coal dry weight. Nearly
13% of primary emissions are composed of SO4

2–. SO4
2– is

less than 3 times total sulfur, indicating that some of the
sulfur in these primary emissions is not water-soluble SO4

2–.
This station, as tested for Figure 14b, was equipped with a
limestone SO2 scrubber and had a Ca abundance about 4
times larger than an accompanying boiler with a water-
spray SO2 scrubber that burned the same coal.132 The
hotside limestone scrubber also removed vaporous sele-
nium (Se) along with SO2; Se had ~0.3% abundance in
the wet-scrubbed unit burning the same coal.132 OC and
EC abundances are low compared with those of the pro-
cess gas boiler.

The diesel profile contains ~75% EC, but this is based
on tests dominated by pre-1994 engines826 that had higher
emission rates than those that are currently penetrating
the fleet. PM emissions cannot exceed 0.1 g/bhp-hr for
truck engines put into service after 1994.827 The new die-
sel emission rule757 will reduce emissions further and
lower the EC fraction starting in 2007. New emission rates
need to be combined with contemporary speciation pro-
files when assessing the effect of future emissions on

Figure 14. Source profiles for (a) process gas refinery boiler,824 (b)
coal-fired generating station with limestone SO2 scrubber,132 (c) diesel
engine exhaust,818 and (d) gasoline vehicle exhaust during the cold-
start phase.818 All samples were collected with a dilution sampling
system after cooling to ambient temperatures and aging to achieve
equilibrium with ambient air.825 The height of the bar represents the
average fraction of each species in PM2.5 primary emissions as
determined by multiple samples, while the height of the triangle
represents the standard deviation of that average. Source profiles can
be variable for different sources within a category and even for multiple
tests of the same emitter.



Watson

Volume 52  June 2002 Journal of the Air & Waste Management Association  675

visibility. The cold-start profile in Figure 14d contains
~42% EC, in contrast to the ~25% abundance in the
warmed-up profile for the same vehicles.818 Cold-start
emissions are not differentiated in emission inventories,
but they can be substantially higher than emissions from
normal operations and will have a different effect on bext

because of their increased EC abundance. Poorly main-
tained vehicles may have much higher emission rates but
much lower EC abundances because most of their emis-
sions are OC.818 Speciation profiles also are needed for total
VOC emissions, and these present an entirely different set
of concerns that are discussed in another review.828

The test method makes a big difference for both emis-
sion rates and source profiles. Method 201A829 collects PM10

on a filter inside the stack at exhaust gas temperatures. This
constitutes the filterable PM defined by EPA.30 Condensable
PM is measured from iced impinger solutions, specified by
Method 202,830 through which the filtered gases have passed.
For the refinery process gas boiler tested for Figure 14a, the
combined application of Methods 201A and 202 resulted in
a PM mass emission rate 27 times that measured by the dry
dilution sampling system.824 Primary mass emission factors
were 0.0004 ± 0.0003 lb/MMBtu for dilution sampler PM2.5,
0.0002 ± 0.0006 lb/MMBtu for in-stack filterable PM, and
0.01 ± 0.01 lb/MMBtu for total condensable PM (averages
and standard deviations for three samples with rounding to
one significant digit). The condensable PM consisted of ~41%
SO4

2–, ~19% NH4
+, ~10% elements (mostly K and Na), ~7%

organics, and unquantified mass as the remainder. These
results are consistent with other tests involving collocated
dilution and Method 201A/202 samplers,831-833 demonstrat-
ing that most of the condensable PM is dissolved gases rather
than particles. The Method 201A/202 combination greatly
overestimates primary PM2.5 emissions and SO4

2– that would
be used in a New Source Review.146

Method 201A is specific to PM10, however, and there
is opportunity to develop a new PM2.5 method based on
dilution sampling that would better represent actual emis-
sions for current inventories as well as future projections.
The main shortcoming to the current dilution sampler
design825 is the large aging chamber that is difficult to use
on many stacks. Recent experiments834 demonstrate, how-
ever, that much lower residence times and much smaller
hardware are sufficient to obtain equilibrium. A new PM2.5

source testing method also should provide for the acqui-
sition of PM and VOC chemical profiles as well as PM
mass emission rates. The additional chemical analysis is a
small fraction of the cost of undertaking these tests.

Emission Inventory Improvements
for Regional Haze

Although the NET inventory is the best of its kind, its inher-
ent uncertainties limit applicability to source attribution and

future projections.22 Given the impracticality of placing
CEMs on all emitters, approximations are needed for
emission factors, activity levels, and source profiles. Insti-
tuting a massive bookkeeping effort that does not address
specific problems of regional haze would not be worth-
while. The following subsections describe practical and
achievable activities that will reduce emission uncertain-
ties related to regional haze.

Fugitive Dust.  Fugitive dust inventories substantially over-
estimate the amount that remains in the atmosphere and
can be transported to distant Class I areas. The emission
factors for paved and unpaved roads are reasonably repro-
ducible,835 although they are not as accurate for construc-
tion, agriculture, and windblown material.836 Activity levels
are poor, although methods exist to improve them.837,838

Some fugitive dust sources, such as dust raised by vehicle
wakes along unpaved shoulders,839 are not included in the
total. The major limitation of current fugitive dust inven-
tories is spatial scaling. Emission factors are measured ad-
jacent to the source. As a spatial inventory is compiled into
multi-kilometer grids, only the dust that leaves the grid
boundary should be retained; much of the low-level dust
emissions settle to the ground or impact onto vertical sur-
faces within the grid.840 As grid sizes increase, emissions
must decrease because more of them deposit within the
larger grid. The simple Gillette emission scaling formula150

can be applied for given land uses and wind conditions to
account for changes in modeling grid scales. Rather than
recompile old and non-traceable fugitive dust inventories,
new fugitive dust inventories should be built into a geo-
graphical information system (GIS) with common land use,
soil, and roadway layers that can be associated with differ-
ent parameters from the Gillette formula.150 Wind speeds
can be interpolated from the same wind fields used for tra-
jectory and air quality modeling. The base maps also would
be useful for analyzing other emissions, such as those from
highways and biogenic sources.

As described previously, global satellite tracking of
large dust storms also is needed to associate high dust
periods with natural events. Cost-effective, continuous
particle light scattering measurements, or mass equiva-
lents, with 5-min averages841,842 at IMPROVE sites can de-
tect and separate local fugitive dust and other emission
events that will never appear in an inventory.843 A
20-min duration fugitive dust event detected at the Fresno
supersite498 constituted nearly 30% of the 24-hr coarse
particle mass but could not be traced to any inventoried
emitter. Finally, chemical markers beyond normally mea-
sured elements, ions, and carbon should be sought in
source material and at IMPROVE sites to better identify
those source areas, both natural and anthropogenic, that
are contributing to the soil component of regional haze.
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Vegetative Burning.  Procedures are needed to consolidate
information from fire databases and satellites so they can
be superimposed onto the emissions GIS. These data need
to be coupled with wind fields to determine the potential
for impact in different locations and then associated with
biomass burning markers measured at IMPROVE sites.
Long-term and spatially averaged estimates of fire emis-
sions will not be useful for determining the extent to
which natural biomass burning causes highest extinction
days or for estimating natural contributions to haze. This
information might be used proactively to optimize the
timing and intensity of controlled burns to minimize their
impact on certain vistas. Profiles containing chemical
markers common to all vegetative burning, as well as some
that are specific to certain types of vegetation, would guide
a new generation of measurements that might quantify
several of these on a routine basis.

Engine Exhaust.  On-road emissions from normally oper-
ating gasoline and diesel engines will continue to de-
cline. Better estimates of the quantity, intensity, and
composition of emissions from cold starts and poorly
maintained vehicles are needed, especially those operat-
ing in the vicinity of Class I areas. PM as well as gaseous
precursors need to be better quantified for these vehicles.
On-road tests844-848 with rapid-response and remote sen-
sors can provide thousands of emission estimates for
individual vehicles each year. Emission distributions are
more useful than average emission factors from on-road
tests: <20% of vehicles account for >80% of the emis-
sions, and high NOx emitters are not necessarily high
PM emitters.849-851 Fuel consumption is a better activity
indicator than distance traveled, because substantial time
is spent idling and fuel sale records are more accurate
than mileage estimates.76,852-857

Off-road engine exhaust is a fast-growing segment
about which little is known, and many of these engines
are likely to be operating within or near Class I areas.
Current extrapolation of on-road engine emissions to off-
road applications is highly inaccurate, and the divergence
of fuels and after-engine treatments between these two
sectors will make information about one totally irrelevant
to the other.755-756,858 A fuel-based estimate of off-road die-
sel sales856 found that NET overestimates off-road diesel
equipment PM and NOx emissions by more than a factor
of 2 and underestimates marine diesel NOx emissions by
a factor of 3. Military diesel fuel uses account for 2.5% of
non-road diesel sales for the entire United States but are
as high as 7% for the states along the western U.S. coast;
emissions from higher-sulfur jet fuel used in ground-based
military diesel engines are not quantified. Non-road en-
gines need better emission rate measurements and chemi-
cal profile characterization.

Biogenic Precursor Gases.  Biogenic VOC emissions can be
estimated859 based on land use and meteorological fac-
tors, but the values obtained are often higher than rea-
sonable. It is part of modeling folklore that biogenic
emission should be divided by a factor of 4 or 5 before
input into a chemical air quality model. Speciation into
particle precursors needs elaboration. Prior to investment
in a major emission study, estimates are needed of where,
when, and how much secondary aerosol from biogenics
might contribute to OC. Several of the organic markers
referenced previously could be applied to this. The recent
BIOFOR860 study in a Finland Scots pine forest provides a
good model for such an investigation, as well as relevant
parallels to some U.S. Class I areas.

Biogenic Primary Particles.  Approximations might be made
from the land-use GIS layers, but a sound first step would
be to determine the magnitude of biogenic primary par-
ticles by measuring some of the markers cited previously.
This would lead to a better focus on the types of plant
parts, spores, fungi, endotoxins, and other components
that are most influential and could focus further emis-
sion control efforts on them.

Cooking. Meat cooking emissions are not yet included in
emission inventories but could be substantial on a na-
tionwide basis. Emission rates for regular and extra-lean
hamburger meat that was charbroiled or fried on a res-
taurant-style grill (with commonly used grease traps)
showed rates of 40 g/kg charbroiled regular meat, 7.1 g/kg
charbroiled extra-lean meat, 1.1 g/kg fried regular meat,
and 1.4 g/kg fried extra-lean meat.615 Assuming average
daily meat consumption is 0.1 kg/meat-eater times ~200
million U.S. meat-eaters times 5 g/kg emissions, the or-
ganic particle emissions would be on the order of ~0.035
Tg/year. This is comparable to or larger than several of
the subcategory emissions in EPA.753 Emission factors for
other types of cooking are limited.861 Several PM and VOC
markers for cooking emissions862-866 could be sought at
IMPROVE sites to determine the extent to which cooking
emissions need to be better inventoried. By this method,
cooking has been found to be an important fraction of
OC in urban areas.867-869

Ammonia.  It is possible to estimate if NO3
– formation is

limited by HNO3 or NH3 by fairly simple measurements
of total NO3

– (gas and particle) and total NH3 (gas and
particle) on impregnated filters at IMPROVE sites.361 Com-
bining these data with particle SO4

2–, temperature, and
RH data in an inorganic equilibrium model351,425-427,430,870-891

can identify if NH3 is a limiting pollutant for current
conditions. In most situations with non-neutralized SO4

2–

(typical of the eastern United States), NH3 is a limiting
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pollutant for formation of NO3
– but will not make any

difference until SO4
2– is reduced to the point where it is

completely neutralized. At that point, identification of
the large NH3 emitters will be important. This is many
years in the future, however. In the western United States,
there may be some situations, such as that for San
Gorgonio, where NH3 emissions might be more impor-
tant and investment of more resources would be warranted
to quantify them. Benefits might accrue by informing the
animal husbandry industry of simple measures that can
minimize NH3 emissions.892,893

Stationary Sources.  In-stack CEMs provide very good data,
and reporting requirements should be expanded to other
sources where cost effective. An investment in more user-
friendly management of the existing database would en-
courage better use of these data to optimize emission
reductions. For example, Figure 12 shows that the ben-
efits of the flue-gas desulfurization on Station 3 of a coal-
fired generating station were not being realized because
the uncontrolled Station 1 was carrying the base load. A
substantial emission improvement would be obtained by
base-loading Station 3 and using Station 1 for peaking.
With better management of CEM data and electricity de-
regulation, consumers might be able to purchase electric-
ity from a lower-emitting source if they so desire. This
would provide additional economic incentives for pro-
ducers to minimize their emissions.

TRACKING VISIBILITY IMPROVEMENTS
As emissions decline, corresponding decreases in ambi-
ent pollutant concentrations are expected, with percep-
tible improvements in visibility. This expectation is based
on several conditions that are not always the case:

• Relevant emission sources have been identified
and their rates quantified for the periods being
compared. Episodic emissions need to be associ-
ated with specific samples on which they have a
perceptible effect, and these must be factored into
the tracking.

• The fractions of air arriving from different source
areas are similar for the comparison periods. Air
transported from emission-intense regions usu-
ally contains more haze-causing pollutants than
does air from areas with lower emissions. If the
distribution of flow patterns favors lower emis-
sion regions during one period and higher emis-
sion regions during another, relationships to
emission reductions will be obscured.

• The amount of secondary aerosol formed and the
amounts of precursors and PM removed within
each source region air mass are similar for the
comparison periods. It has already been noted

that fogs and clouds increase the transformation
of SO2 to SO4

2–, and this processing might vary
among comparison periods.

• Plateaus and inflection points for limiting pre-
cursors have been passed. Secondary sulfates,
nitrates, and organics depend on complex inter-
action with each other and precursor pollutants.
Even as precursor gas emissions are being re-
duced, there may be plateaus, or even slight in-
creases, in end-product concentrations until
precursor emissions are reduced sufficiently to
become the limiting component.

• Measurement methods and reporting are com-
parable and constant over the comparison pe-
riod. Systematic biases from major or minor
changes in measurement methodology may in-
troduce step functions that are interpreted as the
result of real emission changes.

As spatial and temporal averaging times become
larger and longer, these conditions become less critical
because many of the random variations cancel each other
out. EPA894 originally proposed comparison of 3-year
deciview averages, but many commentators pointed out
that meteorological variability alone would make
changes undetectable. Five-year comparisons were con-
sidered to be more robust15 and have been incorporated
into the guidance.31

Figure 15 shows that the highest average bext has
improved only slightly during the 1988–1999 period
and not at every location. The largest reductions of
–7.8 Mm–1/year and –4.6 Mm–1/year were realized at
Shenandoah National Park and Acadia National Park,
respectively. Along the U.S. Pacific coast, –1 to –2 Mm–1/
year reductions occurred. Comparison with bext in Fig-
ure 8 shows that these reductions would result in per-
ceptible deciview changes over 5- to 10-year periods.
Highest average bext increased at some locations, with
1–2 Mm–1/year increments at the Big Bend, Guadalupe
Mountains, and Yosemite monitors. These increases do
not bode well for making reasonable progress. The av-
erage lowest 20% bext either remained the same or im-
proved slightly during the 10-year period, consistent
with maintaining, and possibly improving, the best vis-
ibility conditions.

Causes of these changes are better understood by ex-
amining the chemical contributions to extinction illus-
trated in Figure 16. Improvements at Acadia, Guadalupe
Mountains, and Shenandoah National Parks were entirely
caused by lower (NH4)2SO4 contributions, while degrada-
tion at Yosemite was caused by increases in organics with
a slight offset from lower (NH4)2SO4 contributions. Most
of the Pacific coast locations benefited from reductions
in both (NH4)2SO4 and organics, as well as unpictured
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reductions in extinction from fine and coarse soil. Al-
though not shown in Figure 16, soot contribution trends
were similar to those of organics, but with ~30% of the
organics’ bext contribution. The increase at Big Bend was
mostly from (NH4)2SO4, with about half again as much
from organics and fine and coarse soil. Increases in
(NH4)2SO4 bext resulted from real changes in SO4

2– concen-
trations, not just shifting between months with higher
and lower f(RH) multipliers.

Table 6 summarizes recent studies of trends in air-
port visual range; criteria pollutant levels; ambient SO2,
SO4

2–, and NO3
– concentrations; precipitation SO4

2–, NO3
–,

and hydrogen ion (H+) concentrations; and integrated
wet deposition. Integrated wet deposition can increase
with more precipitation even though concentrations in
precipitation samples are decreasing, so it is not a very
good indicator of visibility trends. Differences in inte-
grated wet deposition between measurement periods,
however, may indicate more removal of pollutants from the
atmosphere with resulting lower concentrations. This is a

factor worth considering in estimating long-term trends.
Several studies cited in Table 6 classify ambient samples
by trajectory to factor out year-to-year variability in the
source region, and others compare seasonal instead of
annual averages to account for increased distant trans-
port and transformation during summer compared with
other seasons. A variety of different comparison methods
are used, including group averages similar to EPA,753 vari-
ous forms of regression, and mathematical filters. Several
investigators193,949-955 explain and compare many of these
approaches and note that the detection of small signals
often depends on the statistical methods used, the spatial
coverage of emissions and ambient concentrations, as well
as the length of data records.

Eldred et al.920 and Oppenheimer et al.921 show clear
reductions in ambient and precipitation SO4

2– during a
copper smelter strike that reduced ~80% of SO2 emissions
for several months. Simple comparisons of concentrations
before, during, and after the strike at subregional moni-
toring sites showed an obvious effect. On the other hand,
Switzer et al.919 could not detect changes in ambient SO4

2–

Figure 15. Annual rates of decreasing (inverted triangle) and increasing
(upright triangle) chemical bext (Mm–1/year) at selected IMPROVE sites
determined from moving five-year averages of highest and lowest 20%
bext. Filled triangles are the most statistically significant changes, and
filled circles represent no statistical significance to the changes. Most
of these sites have more than 10 years of data through 1999. Plots
were obtained from WRAP28 interactive software.

Figure 16. Annual rates of decreasing (inverted triangle) or increasing
(upright triangle) (NH4)2SO4  and organics contributions to bext (Mm–1/
year) for same data used in Figure 15.28 Filled triangles are the most
statistically significant changes, and filled circles represent no statistical
significance to the changes. bext trends for other components also are
available.28
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before, during, and after a maintenance shut-
down at the Mohave generating station, even
with complex statistical testing. Table 6 also
identifies long-term networks other than
IMPROVE, several of which are still in opera-
tion. These extend into Canada and may be
useful supplements to IMPROVE measurements
for better spatial averaging that improves the
signal-to-noise ratio933 of region-wide emission
reductions favored by cap-and-trade policies.

Most of the Table 6 studies detected
statistically significant reductions in SO4

2–

emissions that accompany SO2 emission re-
ductions. Husar and Wilson137 show plots of
regionally averaged bext closely tracking re-
gionally averaged SO2 emissions for the east-
ern United States from 1940 through the
mid-1980s. Malm et al.538 show regional plots
of IMPROVE 80th percentile SO4

2– and aggre-
gate SO2 emissions for the West (Arizona, Cali-
fornia, Idaho, Montana, Nevada, Oregon,
Washington, Utah, and Wyoming), Northeast
(Connecticut, Delaware, Illinois, Indiana,
Kentucky, Maine, Massachusetts, Maryland,
Michigan, New Hampshire, New Jersey, New
York, Ohio, Pennsylvania, Rhode Island, Ver-
mont, Virginia, Wisconsin, and West Vir-
ginia), Southeast (Arkansas, Alabama, Florida,
Louisiana, Georgia, Mississippi, North Caro-
lina, South Carolina, and Tennessee), and
South middle region (Colorado, New Mexico,
and Texas). Regionally averaged emissions
and ambient concentrations decreased to-
gether from 1988 through 1999 in the West
and Northeast and increased together for the
Southeast and South middle regions.

That emission reductions result in air
quality improvements is seen clearly in the
annual trend reports.753 After Pb was removed
as a gasoline additive in 1981, ambient Pb
concentrations decreased by 93% in almost
exact proportion to emission reductions. NO2

concentrations have decreased by 14% since
1981, despite a 4% increase in NOx emissions.
This contradiction reflects some of the limi-
tations in relating area-wide emissions and
concentrations. Most of the high NO2 was
from vehicle exhaust in cities where NO2 was
monitored, and Figure 13 shows substantial
NOx reductions in that category. The main
creator of NO2 is the reaction of nitrogen
oxide (NO) with O3, and reductions in O3

typically lead to NO2 reductions as well. EPA753Ta
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identifies overall O3 reductions that correspond with VOC
emission reductions.

Darlington et al.900 found that PM10 decreased more
in nonattainment areas where greater effort was placed
on emission reductions, than in attainment areas. Nev-
ertheless, attainment areas, also benefited from many of
the emission improvement programs. Most of the PM10

emission reduction strategies focused on fugitive dust,
residential wood combustion, and vehicle exhaust, cre-
ating state and local ordinances and practices that were
sometimes adopted in nonattainment areas.956-958 Wood-
stove and new car emission standards, for example, ap-
ply to products purchased everywhere in the United
States, not just in nonattainment areas. Darlington et
al.900 also found that O3 decreased less in nonattainment
areas, consistent with secondary pollutants having an
influence over longer time scales and across wider areas
than primary pollutants.

These studies and available IMPROVE data provide
strong evidence that regional SO2 reductions have yielded,
and will continue to yield, reductions in ambient second-
ary SO4

2– levels with subsequent reductions in bext. They
also indicate that anthropogenic primary particle emis-
sion reductions also will result in improvements, but these
will not have a zone of influence as large as those of the
secondary aerosols.959

Comparison of 5-year averages of the 20% highest
and lowest bext appears to be as good a way as any to
track progress.31 This approach should show real changes
if they have occurred, not just statistical significance of
imperceptible differences. The disadvantage of this com-
parison is that it obscures understanding of the causes
of haze and effectiveness of emission control strategies,
as illustrated in Figures 15 and 16. Trajectory and sea-
sonal stratification methods outlined in the Table 6 cita-
tions should be used to track changes in specific chemical
concentrations along with regional emissions and me-
teorology, in addition to deciview tracking. It will be
particularly important to identify when a plateau or in-
flection point is being approached or has been passed.
West et al.960 show an example for the eastern United
States where PM2.5 mass decreases linearly with NH4 HSO4

until the latter is fully neutralized by NH3. Further re-
ductions would free NH3 for combination with gaseous
HNO3 that, in turn, would slightly increase PM2.5 until
all of the HNO3 is neutralized and further SO4

2– reduc-
tions are reflected in PM2.5 mass. This is an extreme case
that is more relevant to source areas (e.g., Ohio) where
HNO3 is more abundant than in lower-emitting areas
(e.g., Vermont). The additional total NH3 and total NO3

–

measurements discussed previously would help clarify
where and when these precursor limitations might be
observed for SO4

2– and NO3
–.

AIR QUALITY MODELING
FLAG146 and EPA33 embody the modeling concepts related
to regional haze. Modeling is prescribed because the ef-
fects of future emission types, locations, and rates cannot
be measured because they do not yet exist. Furthermore,
concentrations of secondary end products of primary emis-
sions (e.g., sulfates, nitrates, some of the organics, and
O3) may not be immediately proportional to emission re-
ductions. These interactions are represented with com-
plex mathematical models. FLAG146 initially takes a
single-source approach, which is appropriate for the near-
field plume blight portion, but not as useful for regional
haze that considers a new source in the context of other
existing sources. FLAG146 is limited to large, stationary PSD
emitters, whereas EPA33 includes all sources. FLAG146 speci-
fies VISCREEN, PLUVUE II, and CALMET/CALPUFF
LaGrangian plume software, while EPA33 recommends less-
specific Eulerian grid software with chemical transforma-
tion mechanisms as well as data analyses and receptor
models. FLAG146 sets specific over or under thresholds for
concern and decision-making but still leaves the final
decision to the FLM based on rule interpretation.

Modeling approaches and software have been re-
viewed by others for meteorological simulations;961-963 air
quality transport, chemistry, and deposition;22,25,964-971 and
receptor source apportionment153,796,799,828,972-980 These re-
views tabulate available software, describe model inputs
and outputs, and summarize applications. They typically
conclude that (1) a more complex model is better than a
simpler model, (2) more model development is needed,
and (3) extensive field measurements and computational
resources need to be applied. Where comparisons are made
among models or among modeling and measurements,
they are usually for large spatial and temporal averages
plotted on logarithmic scales.

Seigneur et al.981 recommended that models not be
used until completion of an exhaustive performance evalu-
ation including the following: (1) operational testing that
demonstrates an ability to estimate PM and its chemical
components, (2) diagnostic testing that examines the de-
gree to which precursor and intermediate concentrations
are reproduced, (3) mechanistic testing that determines
the effects of emission and meteorological changes on
estimated concentrations, and (4) probabilistic testing that
quantifies uncertainties in model results. Seigneur et al.981

concluded that “Past model performance evaluations have
generally used the observations to normalize the error and
the bias.” They specify measurements that are needed for
this evaluation and estimate that two 1-year ~$25M (USD)
field programs in two different environments would be
needed to carry out the evaluation.

Roth982 specified issues that should be addressed in
writing prior to investment in a modeling system and its
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application. The issues include (1) specification of pollut-
ants, averaging times, spatial domain, key receptors, and
modeled metrics; (2) extent of modeling protocol peer
review; (3) adequacy of air quality model input and evalu-
ation measurements; (4) accounting for transport from
outside the model domain; (5) sufficiency of surface and
upper-air meteorological measurements for determining
vertical mixing, chemical transformation, deposition, and
transport; (6) estimates or measurements of pollutant con-
centrations aloft; (7) sufficient spatial, temporal, and spe-
ciation resolution of emissions; (8) sensitivity of end
products to natural emissions; (9) evaluation of modeled
wind fields independent of the air quality model; (10)
previous experience with, and contemporaneity of, the
selected modeling system and software; (11) results of pre-
vious model evaluation efforts; (12) selection of modeled
episodes that span the range of conditions likely to cause
unacceptable concentrations; (13) model performance
prior to calibration and adjustments; and (14) identifica-
tion of potentially compensating errors that might pro-
vide the correct answer for the wrong reason. All of these
issues should be addressed in the modeling protocol speci-
fied by EPA.33 No previous modeling protocol, however,
comes close to adequately treating these issues. In most
cases, the time and cost required for rigorous validation of
an air quality model application exceeds available resources.

The utility of the modeling process for making deci-
sions is demonstrated by Project MOHAVE.983-1006 This
>$10M (USD), 9-year effort applied perfluorcarbon tracer
gas releases from different locations, including the Mohave
generating station (MGS) southwest of Grand Canyon Na-
tional Park, California’s San Joaquin Valley, and the Cali-
fornia/Mexico border. The project made upper-air wind
measurements with radar profilers1007 and sodars1008,1009 and
assembled surface measurements from many long-term net-
works.1010 It applied a variety of source and receptor mod-
els to apportion chemical concentrations to specific sources
and source regions. Model simulations were conducted both
before and after tracer concentrations at receptors were
made available to the modelers.

Figure 17 illustrates one aspect of Project MOHAVE
modeling, the attribution of SO4

2– at the western end of
the Grand Canyon to emissions from MGS with tracer
information available. Figure 17a shows when MGS emis-
sions arrived at Meadview based on detection of the tracer
gas. These are normalized to the SO4

2– concentration that
would have accompanied the tracer had all of the SO2

remained in the atmosphere and converted to SO4
2–. The

figure shows that MGS emissions could have contributed
all of the SO4

2– on some occasions, but many samples in-
dicated that other emitters were the major contributors.
There is no distinct correspondence between arrival of
MGS emissions and changes in measured SO4

2–. Figure 17b

compares source contributions from different models and
shows no correlation among their results. Little correspon-
dence was found between estimated MGS contributions
and the SO4

2– tracer potential. This illustrates the point made
earlier that a direct plume arrival indicated by high tracer
concentrations probably is associated with a shorter travel
time that would minimize gas-to-particle conversion.

Before tracer data were available, several models were
applied to estimate inert tracer contributions at Meadview.
This should have been less challenging than estimating
SO4

2– levels because no chemical transformation was in-
volved. Poor correspondence was found among all the

Figure 17. Comparison of different modeling results from Project
MOHAVE for MGS contributions to SO4

2– at Meadview, AZ. This is a
12-day excerpt from the 7/12/92 through 8/31/92 results.130 Twelve-hour
samples are presented for (a) measured SO4

2– compared with the maximum
SO4

2– that would result if all SO2 emitted with tracer gas from MGS
transformed to SO4

2–, and (b) MGS contributions estimated by the Modified
Chemical Mass Balance (MCMB),987 Differential Mass Balance Regression
(DMBR),992 Tracer Mass Balance Regression (TMBR),992 the Tracer Aerosol
Gradient Interpretive Technique (TAGIT),997 EPA’s HAZEPUFF plume model,
Reactive and Optics Model of Emissions (ROME),1011 and EPA’s CALPUFF
model with clear air (CALPUFF-Dry) and aqueous (CALPUFF-Clouds) SO4

2–

transformation. CALPUFF results were intended to represent low (dry)
and high (clouds) transformation conditions to bound potential MGS
contributions rather than to estimate them.
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modeling results and tracer concentrations for individual
samples, with large deviations among period averages.
Correlations between modeled and measured tracer lev-
els ranged from –0.04 to 0.43. The highest correlations
were obtained for HAZEPUFF (r = 0.43) and Visibility and
Haze in the Western Atmosphere (VISHWA)995 (r = 0.3),
the latter of which was used for the GCVTC assessment.

A more basic Project MOHAVE evaluation999 compared
winds measured aloft at several levels with wind fields
from the prognostic Nested Grid Model (NGM),1012 the
prognostic Regional Atmospheric Modeling System
(RAMS),1013 and the diagnostic Atmospheric Transport and
Dispersion model (ATAD).1014 The RAMS wind fields were
used for the GCVTC assessment. This comparison con-
cluded that none of the models adequately represented
observed winds at seven upper-air measurement sites in
the southwestern United States. The simpler diagnostic
ATAD model performed as well as, and in some cases bet-
ter than, the prognostic models at estimating wind direc-
tions and speeds at different elevations.

Pitchford et al.130 observed that “The lack of agree-
ment among models as to when [MGS] impacts were most
likely to have occurred undercuts our confidence that any
of the models reliably represent the essential atmospheric
processes involved.” This does not mean that Project
MOHAVE was a failure. It merely confirms the adage that
applying a single model will supply an answer while ap-
plying several different models will supply doubt. Deci-
sion-makers need to know that these discrepancies exist
so they do not have a false sense of security about the
scientific justification for their decisions. Roth982 notes that
“…The recipient of modeling results may or may not be
in a position to evaluate the soundness of the modeling
effort or to judge the reliability and utility of the results.”
Part of the modeling conundrum is the focus of model-
ing efforts on demonstrating attainment rather than gain-
ing a better understanding of the situation. Although EPA33

emphasizes the construction of a conceptual model22,498,1015

and evaluation of the weight of evidence in its introduc-
tion, the modeling details contained in the guidance are
business as usual: seeking a quantitative comparison of
present and future design values with a numerical goal.
Receptor models are considered by the guidance as an add-
on, not an integral part of the protocol to detect insuffi-
cient emission estimates and evaluate the pattern of all
gas and particle pollutants.

A good place to begin is with the conceptual model.
A few of these concepts are discussed in the next sections
along with some suggestions about how models can be
used to better understand atmospheric processes. This list
should be extended to develop understanding that will
add to the weight of evidence for a control decision.
Smaller models that treat a specific phenomenon should

be packaged with user-friendly software that easily inter-
faces with relevant databases. The models should provide
for the production and display of many parametric simu-
lations that allow the user to place bounds on reasonable
solutions for the problem being considered.

Mixing and Transport
The state of the atmosphere has a significant influence
on haze and how it appears. Malm23 showed clear photo-
graphic examples of layered hazes, hazes trapped in val-
leys and canyons, plumes viewed against different
backgrounds and illuminations, and the effects of fog and
clouds. The atmosphere is a gaseous envelope bounded
on one side by the natural and man-made features of the
earth’s surface and on the other by space, a region where
molecular densities are low. Most of the atmosphere ex-
ists below 40 km, with more than 50% of its air mass be-
tween sea level and 4 km above sea level. Abrupt changes
in temperature define different layers within which air is
readily mixed and between which mixing is inhibited.
After sunset, a shallow layer (20–100 m deep) often forms
near the ground because of cooling of the earth’s surface
and the air just above it. Cooler air is denser and does not
mix aloft, creating a radiation inversion in which ground-
level emissions can accumulate.

In moist environments at low temperatures, fog of-
ten forms in these layers.1016 Urban hazes, such as the Den-
ver and Phoenix brown clouds,868,1017,1018 generally are
caused by this accumulation, manifesting themselves with
good morning views across the top of the inversion that
degrade throughout the day as the surface inversion rises.
Above this surface layer is a mixed layer usually caused
by high-pressure systems with warm air aloft. This mixed
layer is several kilometers deep and visually detectable as
gray or brown when seen from aloft (as from an airplane
or mountaintop). Substantial air movement can occur
between the radiation inversion and the mixed layer, and
they usually mix together a few hours after sunrise and
separate soon after sunset. Most of the emissions from
tall stacks enter the zone above the surface inversion, but
they can also fumigate between layers. The mixed layer
can be very high, in excess of 10 km, when there is in-
tense daytime heating over bare land, as during summer
in the desert Southwest. Layers also are formed in com-
plex terrain where mountainside cooling at night increases
air density for downslope flow while heating during the
day decreases density for upslope flow.

Meteorological models have a difficult time simulat-
ing this complexity. They usually require fixed layers that
do not correspond to the continuous deepening of a sur-
face layer as the ground is heated throughout the day.
Vertical transport and mixing are sensitive to surface
moisture, because water will evaporate without raising the
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temperature until it is gone; inversion layers might per-
sist for days in snow-covered areas. CALPUFF,149 for ex-
ample, calculates only ground-level concentrations unless
it is modified to return concentrations aloft that can be
integrated over a selected sight path.131

Above terrain-induced flows, meteorological models
provide a semi-quantitative assessment of where the air
originated. Malm23 showed several examples of how aver-
age trajectories can be used to estimate the frequency of air
mass transport throughout the year and to associate po-
tential source regions with the highest SO4

2- concentrations.
Green and Gebhart143 showed how trajectories were used
to define the clean air corridors considered by the GCVTC.
These modeling analyses might be used to define regions
within which emission caps could be applied.141 Trajectory
influence functions should be estimated by more than one
independent approach, even when using the same soft-
ware, to assess variability in the results.

Chemical Changes
NOx plays many roles in the photochemical formation
process, not just the formation of NH4NO3. NO removes
O3 but creates NO2 that reacts with sunlight to create more
O3. The process also creates the oxidizing hydroxyl radi-
cal (OH) that causes more H2SO4, HNO3, and oxygenated
VOCs that can condense into particles. Aerosol evolution
models, such as those described by Calvert and Stockwell,106

allow a better understanding of limiting precursors and
effects of new emissions in different environments. These
models show how SO4

2– formation for the same initial
SO2 concentration might differ by up to an order of mag-
nitude depending on the environment into which it is
injected. Nobel et al.1019 noted the importance of photo-
chemical productivity for determining the equivalence
of NOx emissions trades. Simple aerosol evolution mod-
els have been used to evaluate the limitations of NOx and
VOC precursors on particulate NO3

– formation668,1015 and
the equivalence of NOx offsets with PM2.5 NO3

–.1020 These
models have also been used to evaluate how the ratios
between primary and secondary species in source profiles
might change between source and receptor.133

Equilibrium
As described earlier, equilibrium models886 are useful for
determining where and when NH4NO3 formation is lim-
ited by NH3. This knowledge is needed to determine pla-
teaus and inflection points in trends and the extent to
which an NH3 reduction strategy might be necessary.

Pollutant Removal
Gases deposit more rapidly than particles,971,1021 and the
longer precursors can be retained in the gas phase, the less
opportunity they will have to become visibility-reducing

particles. Including deposition in an aerosol evolution
model allows a more realistic picture of how different
pollutants are removed and transformed from the gas
phase to the particle phase.

Better Integration of Source and
Receptor Models

EPA33 treats source and receptor models as separate enti-
ties rather than complementary and mutually supportive
methods. With appropriate source markers, modeled
chemical species could be further divided by receptor
models into subcategories (e.g., diesel exhaust, cold starts,
secondary biogenic aerosol). These would be more accu-
rately modeled and normalized by source models than
would less-specific categories (e.g., OC). Receptor models
have been used to identify uninventoried or incorrectly
inventoried sources. The ultimate combination would be
to use source-oriented models in a parametric mode to
determine chemical patterns that should appear at a re-
ceptor, then to use receptor models to select those pat-
terns (both gas and particle phases) that best reproduce
the ambient measurements. This approach would provide
a better base case for future projections than would un-
constrained model estimates of a few end products.

SUMMARY AND CONCLUSIONS
Several of the citations22,150,361,396,840 contain constructive sug-
gestions for additional research on the topic areas assessed
in this review, and several specific suggestions have been
noted previously. This section consolidates and focuses many
of the observations made throughout the review.

Regional Haze Rule
The Rule provides a flexible approach to a difficult prob-
lem: attaining natural visibility conditions in only 60 years
and tracking progress toward that goal at 10-year inter-
vals. Attainment of this goal will require large emission
reductions for combustion particles, fugitive dust, SO2,
NOx, VOCs, and possibly NH3. While the immediate fo-
cus on SO2 reductions from large stationary sources is jus-
tified because of their documented contributions to haze
and the availability of control technology, every emission
sector will need to participate if natural conditions are to
be achieved. Decision-makers will need to convince these
sectors and their political representatives that sacrifices
will make a difference. Further, achievement of this goal
will require more accurate methods of assessing present
and future source contributions than is possible with ex-
isting science.

The deciview visibility metric derived from chemical
extinction is an imperfect, but objective, measure of re-
gional haze that can be directly related to the major cat-
egories of sulfates, nitrates, organics, soot, and soil dust
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that scatter and absorb light. A view-specific (0.4 divided
by sight path length)518 change in the extinction metric
would better represent how perceived visibility improves
within 70% of the visual range, but this would entail speci-
fication of many views and sight path lengths for each
Class I area. At many, but not all, monitoring sites, 24-hr
average chemical compositions associated with 24-hr RH
averages overestimate daylight extinction. Future tech-
nology may permit more time-resolved chemical measure-
ments that will allow more specific estimates of extinction
during daylight hours when scenic views are appreciated.
This will make attainment of the goal easier in some ar-
eas and more difficult in others.

The Rule endorses RPOs within which states can pool
their resources to address causes of haze that cross state
lines and international borders. The Rule also endorses
market-based emission reduction strategies, recognizing
that these can be more efficient than command-and-con-
trol methods when sources are grouped into areas with
similar effects, their emissions accurately quantified, and
allowances bought and sold among emitters. A nation-
wide emission cap will not be effective for most Class I
areas, and an initial scientific challenge for RPOs will be
to define trading zone boundaries and appropriate caps
within those zones. A subsequent challenge will be to
determine how to extend market mechanisms beyond
well-quantified SO2 from large stationary sources to other
pollutants from a wider variety of small point, mobile,
and area sources with less accurate emission rate estimates.

Of most importance, the Rule provides sufficient time
for science to make a difference in the decision-making
process. The 10-year intervals specified in the Rule are about
the time required from the conceptualization of a major
environmental study to the publication of peer-reviewed
results. Although decision-makers may be frustrated by the
scientific debate of modeling approaches and research find-
ings, they need to know that disagreement exists. The na-
ture of the scientific disagreement should help RPOs to
determine (1) what is known but not necessarily presented
in a way that synthesizes and explains that knowledge, (2)
what is unknown but knowable with sufficient investment
in focused experiments, and (3) what probably can never
be known (because of the complex and random nature of
the atmosphere) with the desired accuracy and precision
and for a practical expenditure of resources. For decision-
making purposes, much of the needed information falls
into the first and second categories, especially when sci-
ence is used to estimate bounds around present and future
source contributions to haze.

Regional Haze Guidance
Five guidance documents relevant to regional haze were
identified previously and define methods to track progress

toward the regional haze goal, estimate natural visibility
conditions, estimate and report emissions, demonstrate
future progress, and review the potential effects of new
stationary sources. These drafts represent good starting
points, but they need to be harmonized, because many of
their approaches are redundant and some are inconsis-
tent with each other. Many of their steps are prescriptive,
with the intent of establishing some comparability among
results produced by RPOs, state agencies, and Native Ameri-
can tribes. Other procedures offer flexibility with respect
to the science used. The rationale and traceability for sev-
eral of the approaches need to be better documented with
more discussion of uncertainties and how to evaluate them.
Each document should specify a revision schedule, typi-
cally five years, so that experience with the previous guid-
ance as well as new science can be incorporated.

Measurement Systems
The IMPROVE network was farsighted when initiated in
1988, as were previous regional visibility networks [e.g.,
the Western Fine Particle Visibility Network (WPVN); the
Sub-Regional Cooperative Electric Utility; the Depart-
ment of Defense, National Park Service, and Environ-
mental Protection Agency Study (SCENES); and the
Western Regional Air Quality Study (WRAQS)]. The long-
term nature of these networks and associated consistency
have been invaluable for understanding the causes and
sources of haze. They have provided infrastructure for
more detailed experiments at enhanced sites (e.g., the
Grand Canyon, Great Smoky Mountains, and Shenandoah
national parks) that, in turn, provided the science needed
to determine extinction efficiencies and RH relationships.
The Rule imposes additional responsibility on the IMPROVE
network to provide aerosol composition measurements
needed to track progress and normalize results from attain-
ment demonstration modeling.

IMPROVE NO3
–, SO4

2–, and elemental measurements
are reasonably accurate and precise. Although
IMPROVE OC and EC measurements have been consis-
tently measured throughout IMPROVE’s 14-year lifespan,
these fractions do not correspond with more than 15 other
OC and EC quantification methods used nationally and
internationally. Aside from periodic comparisons that il-
lustrate the differences, little progress has been made in
understanding the causes of these differences. The most
important inconsistency is between the IMPROVE carbon
protocol and that used for EPA’s PM2.5 speciation trends
network (STN). STN EC measurements are consistently less
than 50% of those measured in IMPROVE. The volatile
nature of some of the organic fraction results in both nega-
tive and positive biases during sampling, and the unmea-
sured oxygen and hydrogen associated with carbon in
organics is variable depending on its origin.
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Other air quality networks were identified in the United
States and Canada that could supplement IMPROVE data
for the purpose of understanding trends, spatial distribu-
tions, and potential sources. Meteorological measure-
ments from a wide variety of networks are available but
seldom used.1010 A national framework is needed to as-
semble and evaluate this information and plan for fu-
ture network improvements that address multiple
objectives.62,1022 The draft National Ambient Air Moni-
toring Strategy1023 offers a good start for obtaining greater
benefits from resources expended on current air qual-
ity monitoring. This strategy suggests less emphasis on
compliance monitoring, especially where NAAQS have
already been achieved or where measurements are re-
dundant, and more emphasis on other monitoring pur-
poses (e.g., source assessment modeling and regional
effects). Participants in the IMPROVE network should
be active in this process. IMPROVE monitoring will in-
evitably change during the coming 60 years, and a strat-
egy is needed to guide these changes.

Several promising technologies were identified in
this review for continuous chemical speciation measure-
ment and source marker species. Many of these are be-
ing tested at EPA supersites. Supersite investigators must
be encouraged to communicate their operational expe-
rience with these methods as well as the research results
obtained from them. Equipment manufacturers need this
feedback to make their products easier to use and more
reliable, and the regulatory monitoring community
needs these results to make decisions about operator
training and manpower needs. Scientists, and scientific
journals, are averse to communicating the problems they
find, but this will be a lost resource if the experiences
are not documented before the end of the supersite pro-
gram and similar exploratory efforts.

Emissions
Static emission inventories, typical of those used for track-
ing annual trends, are insufficient for estimating contribu-
tions to regional haze. In particular, methods to track natural
emissions such as wildfires and windblown dust episodes
need to be developed and implemented. Several data report-
ing and satellite tracking projects are being undertaken that
should be harmonized with regional haze decision-making.
Gas and particle emissions from soils, lightning strikes, ma-
rine microorganisms, sea salt, volcanoes and geothermal
vents, and plant life are poorly estimated, but efforts are
underway to quantify them.1024 Several of these emissions
are episodic or have definite diurnal or seasonal cycles.

Common GIS maps for soil types, land use, vegeta-
tion, and roadways need to be assembled for easy access
and common usage. Because many emissions are meteoro-
logically dependent, time-specific estimates of temperature,

RH, and winds need to be developed for input to emission
generation models. The same meteorological fields used to
drive air quality models should be used to support emis-
sion simulations. Continuous emission monitors on more
than 2500 large point sources provide the best emission
estimates for a variety of purposes, but better interfaces are
needed to facilitate effective use of this information. Emis-
sions from Canada, Mexico, and throughout the world will
become more important as natural visibility conditions are
approached. Inconsistencies in reporting methods and years
cause current comparisons to be tenuous. Global emissions
currently dwarf U.S. emissions for relevant particles and
precursors. As developing economies grow, so will their
emissions. The limiting conditions for visibility may be
those of a higher global background rather than the de-
sired condition from purely natural emitters.

PM10 stack testing methods overestimate mass emis-
sions from point sources by adding mass condensed in
impingers to the mass collected on a hot, in-stack filter.
The impinger mass is dominated by dissolved gases instead
of captured particles, while the hot filter allows condens-
able material to pass through it. Much of the condensable
material is dissolved SO2 that artificially increases the SO4

2–

abundance in the chemical profile of primary particle emis-
sions. A new PM2.5 emissions-testing method is needed that
dilutes samples to ambient temperature conditions. This
will supply more realistic estimates of primary particle
emissions for new source review.

Modeling
Chemical-specific modeling and normalization to mea-
sured chemical concentrations are major advances in
using models to determine attainment. These improve-
ments recognize that fugitive dust reductions cannot be
traded for SO4

2– concentrations, as has been the case in
the past when only PM10 or PM2.5 mass was modeled.
Nevertheless, grid-type modeling requires a large invest-
ment in expertise, input data, and validation data. Re-
sults from previous studies, such as the GCVTC and
Project MOHAVE, have not provided convincing evi-
dence that source attributions are correct, let alone that
models are capable of representing the effects of non-
linear relationships between source emissions and recep-
tor concentrations.

EPA1023 specifies a reasonable set of priorities in (1)
developing a conceptual model, (2) identifying sources
and estimating their emissions, and (3) acquiring needed
meteorological and receptor measurements. Large invest-
ments in regional-scale grid models prior to completing
these steps are not warranted. A rigorous effort in this
area is on the 10-year scientific time scale identified pre-
viously, so efforts must begin now to meet the 2018 re-
gional haze SIP deadline.
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Simpler, more user-friendly software is needed to ex-
plore and understand such concepts as (1) which subregions
contribute most often and contain the highest emissions;
(2) how fast or slow precursor pollutants turn into particles
when injected into polluted and unpolluted environments;
(3) where and when different precursors limit or enhance
particle formation; (4) how much faster pollutants might
be removed in the gas phase rather than the particle phase;
(5) the multiple effects of NOx and VOC emissions on O3,
SO4

2–, NO3
–, and secondary organic aerosol; and (6) how

the perception of scenes might change with different pol-
lution levels and viewing conditions. Some existing soft-
ware and examples of its application have been described
in the review, but better packaging and interfaces to data-
bases are needed. These would help decision-makers de-
cide what is knowable and what can be better known with
a modest investment.

Information Gathering and Evaluation
The information-gathering process for this review was
difficult and time-consuming. There is little appreciation
in recent publications of what has gone before, and older
books and review articles do not reflect recent advance-
ments in air quality and atmospheric sciences. Dissemi-
nation of information across the wide range of scientific
disciplines represented by the journals cited in this re-
view is insufficient. Each discipline uses different units
and terminology for the same variables, making it diffi-
cult to reconcile results.

The best reviews were those by multiple authors who
presented different points of view. A&WMA Critical Re-
views and their accompanying discussions provide dif-
ferent scientific and policy interpretations for the same
topics. Countess et al.,150 NARSTO,22 and Richard et al.396

also represent a good approach in which a regulatory or
policy group recruits scientific experts to prepare answers
to specific questions. The resulting reports allow poten-
tial research sponsors to focus their funded projects, re-
searchers to select problems of both scientific and policy
relevance, and regulators to better understand the uncer-
tainty bounds on the scientific information they have.
National Research Council committees16,92 also do an
effective job of creating a scientific consensus and exam-
ining relationships to policy-making; a 10-year update of
the 1993 assessment would be welcome.

Several reviews by individuals or research groups were
cited, and these are starting points for an introduction to
a topic. These always reflect the knowledge and opinions
of the authors, however, and the conclusions drawn
should not be considered the final word. Original articles
should be consulted because conclusions or numbers may
be misinterpreted, inaccurately transcribed, or miscited—
not out of malice or incompetence, but because people

make mistakes. One of the values in this review was traced
to the primary reference through five layers of secondary
reference and found to be incorrect. The same judgment
should be applied to this review, which is fortunately coun-
terbalanced by the discussion.34

Among the most important topics that need further
review and evaluation are (1) practical methods for sam-
pling and analyzing OC and EC; (2) scientific validity and
practical requirements for integrating continuous particle
monitoring technology into ongoing networks; (3) North
American and global emissions from natural and anthro-
pogenic sources; (4) satellite technology for tracking haze,
emission sources, and pollution levels; (5) non-road emis-
sion source identification and estimation methods; (6)
chemical markers for natural and anthropogenic sources;
(7) air quality trend detection and tracking methods; and
(8) integration of source and receptor models.

PREDICTIONS
The 2065 end point of the Rule is a long time into the fu-
ture. The following predictions are made for the record, based
on past experience, to be judged by future generations:

• The carbon wars still will be fought 30 years from
now. They have been going on for 30 years al-
ready, and there is no indication that significant
progress is being made toward understanding and
measuring OC and EC.

• Lacking a major technological breakthrough
that curtails the use of fossil fuels, global back-
ground levels will set the effective limit for natu-
ral visibility conditions. No amount of
additional U.S. emission reductions will improve
visibility over limitations dictated by global
background levels.

• The U.S people and industries will rise to the oc-
casion to make the sacrifices needed to maintain
and preserve the majestic scenic values of their
national parks and wilderness areas, for them-
selves and future generations born in the United
States and thoughout the world. They will de-
mand, however, scientific justification that the
benefits will be worth the costs.
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